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Abstract—When employing lattice codes based on algebraic
number fields in wiretap channel coding, certain norm sums
pop up in the expression of the probability of correct decision
for Eve the Eavesdropper. These norm sums closely resemble the
Dedekind zeta function. The aim in this paper is to derive bounds
for Eve’s probability of correct decision in Rayleigh fading
channels by using zeta functions and provide some numerical
analysis on the behavior of the norm sums. It is then pointed out
that, not surprisingly, similar sums occur in e.g. the expression of
the pairwise error probability (PEP), when using similar number
field lattice codes. Hence, same tools can be – and have been –
used to derive bounds for the PEP and diversity-multiplexing
gain tradeoff (DMT) as well.

I. INTRODUCTION

Gaussian and fading wiretap channels have been considered
at least in [1], [2], [3], [4]. In [5] the authors propose to use
number field lattice (NFL) codes, which will be the basis
for our study and constructions. This paper can be seen as
a continuation of [6], where preliminary analysis on NFL
codes in fast fading channels was carried out based on various
explicit four-dimensional NFL code constructions, as well as
of [7], [8], where zeta functions were first used for deriving
diversity-multiplaxing gain tradeoff (DMT) and PEP bounds.

First, following [6], we attempt to increase the understand-
ing of the performance of wiretap lattice codes through a nu-
merical analysis on the probability of Eve the Eavesdropper’s
correct decision in fast and block fading channels. To this end,
we analyze some explicit lattice code constructions based on
algebraic number fields K and the canonical embedding of
their rings of integers OK or an ideal I ⊆ OK , as suggested
in [5], and then compute the truncated inverse norm power sum
factors in Eve’s probability expression. The study concentrates
on the special case of totally real number field extensions to
guarantee full diversity [9], with explicit example codes arising
from both orthogonal and skewed lattices that are subsets
in Rn. Some of the results indicate a performance-secrecy-
complexity tradeoff: relaxing on the legitimate user’s perfor-
mance can, in some cases, significantly increase the security of
transmission. The confusion experienced by the eavesdropper
may be further increased by using skewed lattices, but at the
cost of increased complexity.

Second, we derive bounds for the probability expressions
related to the wiretap channel and for the pairwise error

probability by using Dedekind zeta functions.

II. PRELIMINARIES

Let us first recall the notion of a lattice as they will play a
key role throughout the paper. For our purposes, a lattice Λ is
a discrete abelian subgroup of a real vector space,

Λ = Zβ1 ⊕ Zβ2 · · · ⊕ Zβs ⊂ Rn,

where the elements β1, . . . , βs ∈ Rn are linearly independent,
i.e., form a lattice basis, and s ≤ n is called the rank of the
lattice. Here, we only consider full (s = n) totally real lattices
arising from algebraic number fields (see Def. 2.3 below).

The Gram matrix of a full totally real lattice is defined as

G(Λ) = MMT ,

where

M =


β1

β2

...
βn


n×n

is the generator matrix of the lattice. The determinant of the
Gram matrix is also called lattice determinant. The volume of
the fundamental parallelotope of the lattice is

Vol(Λ) =
√

det(G(Λ)) = |det(M)|.

Definition 2.1: The minimum product distance of a lattice
Λ is

dp,min(Λ) = min
06=x∈Λ

n∏
i=1

|xi|,

where x = (x1, . . . , xn) ∈ Λ.
Remark 2.1: In order to fairly compare different lattices,

we first normalize them to a unit volume and then compute
the normalized minimum product distance as described in the
next definition.

Definition 2.2: The normalized minimum product distance
of an n-dimensional lattice Λ is

Ndp,min(Λ) = dp,min(ρΛ) = ρndp,min(Λ),

where ρ ∈ R is chosen so that Vol(ρΛ) = 1.



Definition 2.3: Let K/Q be a totally real number field
extension of degree n and σ1, . . . , σn its embeddings to R. Let
OK denote the ring of integers in K. The canonical embedding
ψ : K ↪→ R defines a lattice Λ = ψ(OK) in Rn:

ψ(x) = (σ1(x), . . . , σn(x)) ∈ ψ(OK) ⊂ Rn,

where x ∈ OK . We further have that

dp,min(ψ(OK)) = min
06=x∈OK

|NK/Q(x)| = 1.

The generator matrix of the algebraic lattice is

M =

 σ1(ω1) · · · σ1(ωn)
...

...
σn(ω1) · · · σn(ωn)

 ,

where {ω1, . . . , ωn} is a Z-basis of K.
Definition 2.4: With the above notation, we define the

twisted canonical embedding by

ψα(x) = (
√
σ1(α)σ1(x), . . . ,

√
σn(α)σn(x)) ∈ Rn,

where α ∈ K is a totally positive element, i.e., σi(α) > 0 ∀i
(see [9, Sec. 6] for more details). The corresponding twisted
lattice Λα is generated by the matrix

Mα =


√
σ1(α)σ1(ω1) · · ·

√
σ1(α)σ1(ωn)

...
...√

σn(α)σn(ω1) · · ·
√
σn(α)σn(ωn)

 .

The volume of the twisted lattice is

Vol(Λα) =
√
NK/Q(α)Vol(Λ),

and the minimum product distance

dp,min(Λα) =
√
NK/Q(α),

where Λ = ψ(OK) is the original nontwisted lattice.
We can form a 2n-dimensional lattice from two n-

dimensional lattices Λ1 and Λ2 by tensoring. Let α1 ∈ K1

and α2 ∈ K2 be the possible totally positive twisting elements,
respectively. The volume of the tensored lattice is

Vol(Λα1⊗Λα2) = NK1/Q(α1)NK2/Q(α2)Vol(Λ1)2Vol(Λ2)2.

Let us then denote by (r1, r2) the signature of K, i.e.,

[K : Q] = n = r1 + 2r2,

where r1 is the number of real embeddings K ↪→ R and r2

is the number of conjugate pairs or imaginary embeddings
K ↪→ C. The group O×K of units of OK is described by the
following well-known theorem, repeated here for the ease of
reading.

Theorem 2.1: ([10, Dirichlet Unit Theorem 1.9]) Let K be
a number field and let (r1, r2) be the signature of K. There
are units ε1, . . . , εr1+r2+1 ∈ O×K such that

O×K ∼= WK × 〈ε1〉 × · · · × 〈εr1+r2−1〉
∼= WK × Zr1+r2−1,

where WK is the group of roots of units in K. The εj are
called a fundamental system of units for K.

The fundamental units are used for defining the regulator
of K. Let {ε1, . . . , εr} be a fundamental system of units for
K, where r = r1 + r2 − 1. Consider a matrix

A = (log |σj(εi)|j)

for 1 ≤ i ≤ r and 1 ≤ j ≤ r1 + r2, and where we have used
the notation

|x|j =
{
|x| if 1 ≤ j ≤ r1,
|x|2 if r1 ≤ j ≤ r1 + r2.

Here |x| is the usual absolute value of on C, and σ1, . . . , σr1
are all the real embeddings, while σr1+1, . . . , σr1+r2 are a set
of representatives of the imaginary embeddings.

Definition 2.5: The regulator RK is the absolute value of
the determinant of any r× r minor of A. It is independent of
the choice of the fundamental system of units.

The regulator is a positive real number that in essence tells
us how dense the units are. The smaller the regulator, the
denser the units. Regulators can be easily computed by the
Sage computer software [11].

Let us conclude this section by defining the Dedekind zeta
function.

Definition 2.6: The Dedekind zeta function (cf. [10, p. 37])
of a field K is defined as

ζK(s) =
∑
I⊆OK

1
NK/Q(I)s

, (1)

where I runs through the nonzero integral ideals of OK . The
sum converges for <(s) > 1. Since NK/Q(OK) = 1, we
always have

ζK(s) > 1.

From now on, we assume 2 ≤ s ∈ Z since these are the
interesting values for the applications under study in this paper.

The Dedekind zeta function can be written as a Dirichlet
series

ζK(s) =
∑
n≥1

an
ns
,

where an = 0 for those n that do not appear as a norm of an
integral ideal.

Also the zeta functions as well as the Dirichlet coefficients
an can be computed by Sage [11].

Remark 2.2: When we derive probability bounds for lattice
codes with the aid of zeta functions, we need to use the same
normalization for the zeta function as used for the lattice
code. Otherwise the comparison of the two norm sums under
observation (see (1) and (4)) will be meaningless. Keeping this
in mind, let us define the scaled zeta function for later use.

Definition 2.7: The normalized Dedekind zeta function is
denoted and defined as

NζK(s) =
1

ρnsNK/Q(α)s/2
∑
I⊆OK

1
NK/Q(I)s

,

where ρ ∈ R is a real scaling factor such that Vol(ρΛα) = 1.



This normalized zeta function will then be comparable to the
norm sum (4) related to the lattice ρΛα of volume 1. Also the
normalized zeta functions corresponding to different lattices
can be meaningfully compared to each other.

III. COSET CODING

In a wiretap channel, Alice is transmitting confidential
data to the intended receiver Bob over a fading channel,
while an eavesdropper Eve tries to intercept the data received
over another fading channel. The security is based on the
assumption that Bob’s SNR is sufficiently large compared
to Eve’s SNR. In addition, a coset coding strategy [12] is
employed in order to confuse Eve. In coset coding, random
bits are transmitted in addition to the data bits as follows.

Let us denote the lattice intended to Bob by Λb, and by
Λe ⊂ Λb a sublattice embedding the random bits. Now the
transmitted codeword x is picked from a certain coset Λe + c
belonging to the disjoint union

Λb = ∪2k

j=1Λe + cj

embedding k bits:

x = r + c ∈ Λe + c,

where r embeds the random bits, and c contains the data bits.
We assume the fading is Rayleigh distributed and that both

Bob and Eve have perfect channel state information (CSI).
We do not repeat the channel model nor the probability
calculations here, but refer to [5] for more details.

IV. ON THE SIZE OF EVE’S INVERSE NORM POWER SUM IN
A FAST RAYLEIGH FADING WIRETAP CHANNEL

Let us now look at the fast fading wiretap channel and
analyze the behavior of the probability of Eve’s correct deci-
sion in some example cases1. This will give us a preliminary
understanding as to what are the key properties affecting the
secrecy gained by lattice coding.

A. The probability expression and the inverse norm power sum

We start by recalling the expression Pc,e for the probability
of a correct decision for Eve, when observing a lattice Λe. For
the fast fading case [5, Sec. III-A],

Pc,e '
(

1
4γ2
e

)n/2
Vol(Λb)

∑
0 6=x∈Λe

n∏
i=1

1
|xi|3

, (2)

where γe is the average SNR for Eve assumed sufficiently
large so that Eve can perfectly decode Λe. This is a reasonable
assumption, as Eve is assumed to have perfect CSI. Here Λb
denotes the lattice intended to Bob, and Λe ⊂ Λb. It can be
concluded from (2) that the smaller the sum∑

06=x∈Λe

n∏
i=1

1
|xi|3

,

the more confusion Eve is experiencing.

1Part of this section has been submitted to ITW 2011 [6].

As a construction method, the authors of [5] propose to
use the canonical embedding of the ring of integers OK (or a
suitable proper ideal I ⊂ OK) of a totally real number field
K over Q. The field K is chosen totally real to achieve full
diversity. More precisely, if x ∈ OK , the transmitted lattice
vector in the fast fading case would be

x = ψ(x) = (σ1(x), σ2(x), . . . , σn(x)) ∈ Λe ⊂ Rn, (3)

where ψ denotes the canonical embedding (cf. Def. 2.3) and
σi are the (now all real) embeddings of K into R. The
corresponding probability of Eve’s correct decision (2) yields
the following inverse norm power sum to be minimized [5,
Sec. III-B]:

SM =
∑

0 6=x∈OK

1
|NK/Q(x)|3

, (4)

where M denotes the generator matrix of the lattice Λe.
Remark 4.1: The above sum SM may not converge, since

infinitely many elements can have the same norm. This hap-
pens e.g. when the unit group is infinite, which is the case for
all field extensions other than the trivial one and imaginary
quadratic fields. In practice, however, we always consider
finite signaling alphabets, so the sum becomes truncated and
converges.

B. Example constructions and analysis on the sum SM

In this section, we describe five alternative constructions
for the fast fading channel built from different number fields
and their ideals. Optimal and nearly optimal unitary lattice
generator matrices in terms of the minimum product distance
(cf. Def. 2.2) are provided in [13]. We will first analyze the
ones with degree n = 4, denoted here by Λ1 and Λ2, with
the respective unitary (i.e., MMT = I4) generator matrices
M1 ([13, optimal, M1 = krus 4 ]) and M2 ([13, suboptimal,
M2 = mixed 2x2]). The first construction corresponds to the
canonical embedding of OQ(δ), where δ4 − δ3 − 3δ2 + δ +
1 = 0. The second construction is based on the Kronecker
product of the lattice generator matrices corresponding to the
canonical embeddings of the rotated Z2 lattices α1Z[

√
2] and

α2Z[θ], where θ = 1+
√

5
2 , α1 = 1

2
√

2+4
and α2 = 3− θ. Both

lattices are rotated versions of Z4 with full diversity and good
minimum product distances,

Ndp,min(Λ1) =
1√

52 · 29
≈ 0.037139...

and
Ndp,min(Λ1) =

1
40
≈ 0.025.

See [9, Sec. 7] for a fully worked out example.
We use finite constellations Sm constructed by taking a

square box with a zero mean within the lattice, i.e.,

x ∈ Sm =

{
n∑
i=1

zixi

∣∣∣∣ zi ∈ Z, |zi| ≤ m

}
⊂ Λe.

This will then give us a natural energy limit Plim = Pmax =
||
∑n
i=1mxi||2E as well. Note that for nonorthogonal lattices,



we may want to have

Plim < max

{
||

n∑
i=1

zixi||2E
∣∣∣∣ |zi| ≤ m

}
in order to achieve a spherical constellation.

Let us now compare these two (finite) orthogonal construc-
tions by computing truncated sums

SM (Plim) =
∑

0 6=x∈Λe,||x||2E≤Plim

1
|NK/Q(x)|3

(5)

for a given power limit Plim. We may emphasize the finite
constellation Sm in use by writing SM (Plim,m), especially
for a skewed lattice. In the above sum, x = (x1, . . . , xn) =
(σ1(x), σ2(x), . . . , σn(x)), where x ∈ OK or x ∈ I ⊂ OK .
For a fair comparison, the lattices are normalized to unit
energy, i.e., to have Vol(Λe) = 1. The volumes of the corre-
sponding superlattices Λb of Bob will then scale accordingly.

TABLE I
VALUES OF SM (Plim) FOR ORTHOGONAL LATTICES (n = 4) WITH
Plim = Pmax AND WITH A CODEBOOK SIZE |Cort| = (2m + 1)4 .

m Pmax Pave SM1 (Plim) SM2 (Plim)
1 4 2.67 9.12264 · 107 2.83706 · 106

2 16 8.00 2.24565 · 1010 6.46037 · 106

3 36 16.00 2.49382 · 1011 1.16395 · 107

4 64 26.67 2.49829 · 1011 1.52838 · 107

5 100 40.00 2.49851 · 1011 1.99487 · 107

6 144 56.00 2.50437 · 1011 2.38188 · 107

7 196 74.67 2.61395 · 1011 2.69652 · 107

8 256 96.00 2.61736 · 1011 3.00791 · 107

9 324 120.00 2.61739 · 1011 3.42272 · 107

10 400 146.67 2.71764 · 1011 3.68287 · 107

In Table I we have listed the inverse norm power sums for
fixed constellations Sn, that is, the codebook will be of size
|Cort| = (2m+1)4. The maximum energies Pmax used by the
constellations are also provided (Plim = Pmax).

From Table I we can make the following important con-
clusion. In terms of the pairwise error probability (PEP) for
Bob as the intended legitimate receiver, the optimal lattice
is known to provide asymptotically the best performance.
However, non-asymptotically and from the secrecy point of
view the suboptimal lattice may provide significantly improved
secrecy by causing more confusion to the eavesdropper Eve.
This is due to a secondary code design criterion related to
the distribution of the norms (usually showing its PEP effect
at the low SNR regime), which obviously plays an important
role also in the wiretap scenario (cf. (4)).

Next, we extend our analysis by computing the inverse norm
power sums for a skewed lattice, denoted by Λ3, corresponding
to the maximal real subfield

Q(τ = ζ15 + ζ−1
15 )

of the 15th cyclotomic field. Here τ satisfies

τ4 − τ3 − 4τ2 + 4τ + 1 = 0.

The generator matrix is denoted by M3. The minimum product

distance of this lattice is

Ndp,min(Λ3) =
1√

1125
≈ 0.02981...

putting it in between the lattices Λ1 and Λ2 in terms of
Ndp,min(Λ). From Table II, we can conclude that skewed
lattices may significantly increase the secrecy compared to
orthogonal lattices. One has to notice, however, that this
bares the price of increased complexity as we need to carve
spherical codebooks by using a bigger alphabet in order to
get the possible benefits. More precisely, we only choose the
codewords in the set {x ∈ Λe ∩ Sm | ||x||2E ≤ Plim}. Hence,
in order to achieve the same size of a codebook that we
would have without an additional energy limit, we may need
to increase m (see e.g. the boldface lines in Table II). The
bigger the m, the closer we get to a spherical constellation with
a given energy limit. In other words, in the table below, the
values m are smaller for the orthogonal lattices than those used
for the skewed lattice. The true maximum energies consumed
by the spherical constellation are also provided in Table II.

TABLE II
VALUES OF SM (Plim, m) FOR A SKEWED LATTICE (n = 4) WITH

BOUNDED ENERGY.

m Plim Pmax Pave |Csph| |Cort| SM3 (Plim,m)

8 4 3.63 2.66 79 81 1.89195 · 106

5 16 15.71 9.18 555 625 4.24298 · 106

6 16 15.71 9.56 715 625 4.77423 · 106

7 36 35.57 20.33 2405 2401 7.13024 · 106

12 36 24.00 15.24 2401 2401 2.29374 · 106

9 64 63.89 35.67 6929 6561 9.93903 · 106

10 100 99.97 55.72 13663 14641 1.20680 · 107

11 100 99.97 55.57 16053 14641 1.29038 · 107

14 196 195.98 106.63 50975 50625 1.29038 · 107

18 324 323.93 175.95 137273 130321 2.18703 · 107

20 400 399.90 217.31 208411 194481 2.40716 · 107

Note that we have normalized the lattices to a unit volume
(corresponding to a unit minimum energy in the orthogonal
case), whereas to compare the full probability expressions (2)
we should normalize the SNR term rather with respect to
a unit average energy. For comparison purposes, this makes
no difference for orthogonal lattices as the average energies
are directly determined by the signaling alphabet and not
affected by the generator matrices, so the scaling factors
will coincide. However, in the case of skewed lattices the
situation is different, and the average energy has an input
coming from the generator matrix in addition to the alphabet.
This may loosen our conclusion related to skewed lattices to
some extend. We studied this effect in the case of maximum
energy/energy limit 36 (see the boldfaced lines in Table I and
Table II). We can see that the skewed lattice can achieve even
better energy distribution than the orthogonal ones, when m
is chosen sufficiently large. Unfortunately, the bigger the m,
the higher the complexity. Further analysis will be carried out
in the forthcoming journal version [14] of this paper.

Finally, we compare two orthogonal 6-dimensional lattices
generated by M4 ([13, optimal, M4 = mixed 2x3]) and
M5 ([13, suboptimal, M5 = cyclo 6]). The corresponding



minimum product distances are

Ndp,min(Λ4) =
1√

53 · 74
≈ 0.001825...

and
Ndp,min(Λ5) =

1
135/2

≈ 0.001641... .

From Table III we can see that in this case, the optimal
lattice also provides smaller sums up to m = 3. For m = 4, it
is again the suboptimal lattice who attains the smallest value.
Higher values of m will be again studied in the forthcoming
journal version [14] of this paper.

TABLE III
VALUES OF SM (Plim) FOR ORTHOGONAL LATTICES

(n = 6, Plim = Pmax) WITH A CODEBOOK SIZE |Cort| = (2m + 1)6 .

m Pmax Pave SM4 (Plim) SM5 (Plim)
1 6 4 6.90525 · 1010 8.95995 · 1010

2 24 12 3.09812 · 1011 3.88309 · 1011

3 54 24 6.89391 · 1011 8.77134 · 1011

4 96 40 1.45141 · 1012 1.38502 · 1012

V. ON THE SIZE OF EVE’S INVERSE NORM POWER SUM IN
A BLOCK RAYLEIGH FADING WIRETAP CHANNEL

For the block fading case [5, Sec. IV-A], the probability of
Eve’s correct decision becomes

Pc,e '
(

Γ(L/2 + 1)
(2π)L/2γe

)n
Vol(Λb)

∑
0 6=x∈Λe

n∏
i=1

1
||xi||L+2

E

, (6)

where L is the coherence time. This time, the authors propose
to use L independent columns coming from the canonical
embedding of a field K in order to transmit a vectorized form
of the matrix X:

X = (xT1 · · · xTL)n×L, (7)

i.e., xi = (σ1(xi), · · · , σn(xi)) ∈ Rn are as in (3). Applying
(6) here, we should minimize the sum [5, Sec. IV-B]∑

0 6=x∈Λe

1

NK/Q (||y||2E)L/2+1
, (8)

where the transmitted vector x = vec(X) ∈ Λe ⊂ RnL is the
vectorized matrix X and y is the first row of X . See [5, Sec.
IV] for more details.

We denote by

BSM (Plim) =
∑

06=x∈Λe,||x||2E≤Plim

1

NK/Q (||y||2E)L/2+1

the truncated version of the block sum.
In Table IV, we have listed the values of BSM (Plim)

for two 4-dimensional lattices with n = L = 2. The
corresponding lattice generator matrices are formed by using
optimal/suboptimal 2×2 generator matrices as diagonal blocks
in the 4×4 generator matrices M6 and M7. See ([13, optimal,
cyclo 2, ideal 2]) for more details. According to Table IV, the

optimal lattice provides smaller values for the block sum as
well.

TABLE IV
VALUES OF BSM (Plim) FOR ORTHOGONAL LATTICES
(n = L = 2, Plim = Pmax) WITH A CODEBOOK SIZE

|Cort| = (2m + 1)4 .

m Pmax Pave BSM1 (Plim) BSM2 (Plim)
1 4 2.67 454.44 602.69
2 16 8.00 696.25 1175.07
3 36 16.00 933.47 1228.67
4 64 26.67 938.06 1235.60
5 100 40.00 1173.47 1801.27
6 144 56.00 1176.64 1802.55
7 196 74.67 1178.26 1854.47
8 256 96.00 1413.41 1855.67
9 324 120.00 1413.81 1856.81

10 400 146.67 1416.71 1862.50

VI. BOUNDS FOR THE EAVESDROPPER’S PROBABILITY OF
CORRECT DECISION

In this section, we will derive lower and upper bounds for
the inverse norm power sum in the probability expression for
the fast fading channel by using the Dedekind zeta functions
(cf. Def. 2.6).

For x ∈ OK , we trivially have that SM > 1 as 1 ∈ OK . Al-
beit straightforward, the following result gives us a nontrivial
lower bound 6= 1 for the sum SM . Note that in the proposition
below, we do not require K to be totally real. See Remark 6.1
following the proof for explanation.

Proposition 6.1: (Lower Bound) Assume that OK is a
principal ideal domain (PID) and Λe is as above with x ∈ OK .
Prior to normalization of the lattice, the Dedekind zeta func-
tion ζK(s) evaluated at s = 3 provides us with a lower bound
for SM , i.e.,

SM > ζK(3) > 1.

More interestingly, if Plim is sufficiently large, the same holds
for the truncated sums,

SM (Plim, N) > ζK(3, N) > 1,

where N denotes the maximum norm included in the sum;
|NK/Q(x)| ≤ N and NK/Q(I) ≤ N .

Proof: Note that NK/Q(I) = [OK : I] ∈ Z+, and that
in the zeta function the summation only goes through the
(integral) ideals of OK , whereas in SM we sum over all the
algebraic integers of K.

Let us denote by

SM =
∑
n≥1

bn
n3

and ζK(3) =
∑
n≥1

an
n3

the Dirichlet series [10, p. 31] of SM and ζK(3). Denote
further by

A = {n | an 6= 0} ⊆ Z+

the set of values n that appear as norms in ζK(3), and by

B = {n | bn 6= 0} ⊆ Z+



the set of values that appear as norms in SM . As K is a
PID, we know that NK/Q(I) = min06=x∈I |NK/Q(x)|, and
that NK/Q(I) = NK/Q((α)) = NK/Q(α), where α is the
generator of I. Hence, we have that

A = B.

Further, we easily see that bn ≥ an. Namely, if n appears
as a norm for distinct ideals Ii = (αi), i = 1, . . . , an, it then
appears as a norm at least for the (distinct) elements αi ∈ OK .
In addition, we may have an element α ∈ OK , α 6= αi ∀i with
the same norm n. On the other hand, if n appears as a norm
for distinct elements αi ∈ OK , i = 1, . . . , bn, it cannot appear
as a norm for an ideal for more than an = bn times, since OK
is a PID. This proves the claimed lower bound for the infinite
sums.

The truncated sums generally need not satisfy the same
inequation, where we truncate by setting n ≤ N, N ∈ Z
with the same N for both sums. Due to the finiteness of
the constellation and hence the maximum power in use, we
might be missing some terms in SM that do satisfy the norm
boundary. This can be overcome by increasing the energy limit
(and the constellation size) as required. Hence, with m and
Plim sufficiently large, we get the same inequality for the
truncated sums.

Remark 6.1: According to Dirichlet’s Unit Theorem (cf.
Prop. 2.1) the rank of the group of units in OK is r =
r1 + r2 − 1, where (r1, r2) is the signature of K, that is,
n = r1+2r2. Therefore the infinite sum SM does not converge
for totally real number fields ) Q (r1 > 1), as they have an
infinite unit group (cf. Remark 4.1). Hence, in this application
case where K is totally real, we always need to consider
truncated sums to make any sense to the above bound. This is
totally fine, as in practice the constellations are finite anyway.

Remark 6.2: Dedekind zeta functions have also been used
in [7] for studying the DMT of the multiple-access channel
(MAC). Interesting subsequent work has been carried out in
[8].

Next, let us denote by

SM (Plim, N) =
∑
n≤N

b′n
n3
,

the truncated sum, where b′n 6= 0 for those n that appear as
a norm for x ∈ OK , ||x||2E ≤ Plim. An upper bound for the
truncated sum is achieved from the truncated Dedekind zeta
function ζK(s,N) evaluated at s = 3.

Proposition 6.2: (Upper Bound) Let OK be a PID. Then
we have that

SM (Plim, N) ≤ max{b′n |n ≤ N} · ζK(3, N).

Proof: First, note that if an = 0, then bn = 0 and hence
b′n = 0 since OK is a PID. Now a simple computation gives

us

SM (Plim, N) =
∑

n≤N,06=x∈Λe,||x||2≤Plim

b′n
n3

≤ max{b′n |n ≤ N}
∑

b′n 6=0,n≤N,0 6=x∈Λe,||x||2≤Plim

1
n3

≤ max{b′n |n ≤ N} · ζK(3, N).

In the second step, the summation is only taken over the values
of n for which b′n 6= 0, i.e., n appears as a norm for some
element x. Hence, for all the terms 1/n3 included in the sum
an 6= 0. In addition to this, the truncated zeta sum may contain
other terms (for which bn 6= 0 but b′n = 0 due to the energy
limit) so we indeed get an upper bound.

Finally, let x = (σ1(x), . . . , σn(x)), x ∈ OK , and assume
that we have set the energy limit to

||x||2E ≤ Plim = R2.

Then we can show (see [7] for the proof) the following:
Proposition 6.3: Assume K is a PID. Then there exists a

constant T independent of R such that

SM (Plim = R2) ≤ T log(R)n−1.

Remark 6.3: We anticipate that the above bounds are not
very tight. The next step is to derive tighter bounds arising
from geometric analysis. The results will be reported in a
forthcoming paper.

VII. AN UPPER BOUND FOR THE PAIRWISE ERROR
PROBABILITY

Similar analysis can be used to get bounds for the pairwise
error probability for the fast fading channel when employing
the same number field code as in (3). Let us use the following
Dirichlet series notation for the PEP (see e.g. [9]),

Pe = C(SNR)
∑

06=x∈OK

1
|NK/Q(x)|2

= C(SNR)
∑
n≥1

cn
n2
,

where C(SNR) is a constant depending on the SNR. We
shortly denote

SM,PEP =
∑

n≤N,||x||2E≤Plim

c′n
n2
.

Again, let us assume that OK is a PID, i.e., an = 0⇔ c′n = 0.
Adopting the same notation as in the wiretap case, we get the
following bounds. The proof is analogous to the wiretap case.

Proposition 7.1: When K is a PID, we have that

SM,PEP (Plim, N) ≤ max{c′n |n ≤ N} · ζK(2, N)

and, provided that the constellation size and hence Plim are
sufficiently large,

SM,PEP (Plim, N) > ζK(2, N).

Example 7.1: Finally, we compute the regulators and the
zeta functions for the 4-dimensional example fields.



For the optimal orthogonal lattice,

RQ(δ) = 0.825068847934757,

ζQ(δ)(3) = 1.00228959689242,

ζQ(δ)(2) = 1.03693298807624.

For the suboptimal orthogonal lattice,

RQ(
√

2,
√

5) = 1.54250590983349,

ζQ(
√

2,
√

5)(3) = 1.01897545804910,

ζQ(
√

2,
√

5)(2) = 1.10699528520823.

For the skewed lattice,

RQ(τ) = 1.16545519432417,

ζQ(τ)(3) = 1.01004731094107,

ζQ(τ)(2) = 1.07289917862490.

The normalized zeta functions in the wiretap case (the PEP
case is analogous, cf. Def. 2.7) are, respectively,

NζQ(δ)(3) =
1

ρ12NK/Q(α)3/2
· 1.00228959689242

ρ= 1
8√

52·29
,N(α)=1

= 19565.9 ,

NζQ(
√

2,
√

5)(3) =
1

ρ12NK/Q(α)3/2
· 1.01897545804910

ρ= 1√
5
,N(α)= 1

8
= 360262 ,

NζQ(τ)(3) =
1

ρ12NK/Q(α)3/2
· 1.01004731094107

ρ= 1
8√1125

,N(α)=1

= 38112.8 .

A nice feature of this example is that the normalized zeta
functions are ordered with respect to the minimum product
distances. There is however no guarantee at this point that
this would hold more generally.

VIII. CONCLUSIONS AND FUTURE WORK

We studied the inverse norm power sums arising from the
probability of Eve’s correct decision in a wiretap channel as
well as from the pairwise error probability. In the wiretap case,
the sum was studied both in the fast and block Rayleigh fading

case, based on well-known number field lattice codes. Most of
the example codes were based on the full diversity rotations
of Zn. For the fading case, we further provided lower and
upper bounds for the norm sums arising from Dedekind zeta
functions. Dedekind zeta functions can also be exploited in
the context of DMT, as shown in other recent works.

It was pointed out that, in some cases, using a performance-
wise suboptimal lattice may in a suitable SNR range signifi-
cantly enhance the secrecy. Secrecy may also be increased by
using skewed lattices, but at a cost of increased complexity.

Our next goal is to find out through simulations whether
Bob’s pairwise error probabilities and/or Eve’s probabilities
of correct decision for different lattice codes are ordered
according to their normalized zeta functions. This would be a
nice result, as even though the bounds were not that tight,
they would still predict the performance order, if not the
performance itself. The examples in the paper indeed indicate
that this may well be the case at least for the PEP.

The analysis carried out in this paper will be extended to
complex lattices as well. We will also try to derive tighter
bounds arising from geometric ananlysis. Here we have stud-
ied the norm sums detached from the probability expression
by normalizing the lattice to a unit volume. It is probably
worthwhile to study the whole probability expression and the
required normalization to properly do that.
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