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III. COMMUTATIVITY OF DUALITY OPERATOR AND

PROPAGATION OPERATOR

Wewill denote byD? the dual code ofD. We have thatP(C;s)(D)?

is a linear [h � n; h � n � s � k � (r � s)] code with a parity-check
matrix P(C;s)(G). We are interested in knowing when the dual of a
propagation code of D is a propagation code of D?.

From now on letC1; C2 be linear codes with parameters [h1; r1; d1]
and [h2; r2; d2]. All the propagations will be made according to gener-
ator matricesGC ; GC ofC1; C2, respectively.We have the following
characterization of commutativity.

Proposition 2: Let 0 � s1 � r1 and 0 � s2 � r2. The equality

P(C ;s )(D
?) = P(C ;s )(D)? (4)

holds if and only if the following conditions hold:

1) h1 = h2;
2) nh2 � ks2 � (r2 � s2) = (n� k)s1 + (r1 � s1);
3)

r
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r

m=s +1

(GC �GT
C )lmc

T
l dm

+

r

l=s +1

s

m=1

(GC �GT
C )lmc

T
l dm = 0 8cl; dm

where

cl 2
D; if l � s1
Rn; if l > s1

dm 2
D?; ifm � s2
Rn; ifm > s2:

(5)

Proof: Properties 1) and 2) arise directly if we compare the
length, respectively, the dimension, of the codes in the right-hand side
and the left-hand side of (4).

Suppose P(C ;s )(D
?) and P(C ;s )(D) are orthogonal. Let

GC = (�ij); GC = (�ij):

If we write down the orthogonality relation we have
n
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j=1
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cil�lj �

r

m=1

dim�mj = 0 (6)

where cl = (c1l; . . . ; cnl)
T and dm = (d1m; . . . ; dnm)T fulfill the

conditions in (5). The left-hand side of (6) is
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=
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cTl dm:

(7)

Since for l � s1; m � s2 we have cTl dm = 0, condition 3) in the
proposition follows.

Finally, the following proposition generalizes the result in [4].

Proposition 3: If 1 =2 D, 1 =2 D?, and the characteristic of Fq does
not divide n, then condition 3) in Proposition 2 is equivalent to

GC �GT
C =

�s �s 0s �(r �s )

0(r �s )�s 0(r �s )�(r �s )

where �s �s is an arbitrary s1�s2 matrix in Fq and 0i�j is the i� j
zero matrix.

Proof: Suppose P(C ;s )(D
?) = P(C ;s )(D)?, thus, we have

P(C ;s )(GD ) � P(C ;s )(GD)
T
= 0

and the result follows.

IV. CONCLUSION

In this correspondence, we have studied a generalization of
Niederreiter–Xing’s propagation rule for linear codes. We have seen
that the classical Niederreiter–Xing’s propagation rule is a particular
case of our construction when we use a close nested family of MDS
codes. We have also studied the commutativity of the propagation
rule with duality. The necessary and sufficient conditions for this
commutativity generalized those in [4] and reduces their proofs.
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I. INTRODUCTION

Multidimensional ZZZn-lattice signal constellations with specified
modulation diversity have been proposed for transmission over the
fading channel [3]. Given a ZZZ

n-lattice constellation, the desired
modulation diversity is obtained by applying a suitable rotation using
algebraic number-theoretical tools [11], [5]. The Chernoff bound
on the pairwise error probability shows that the two relevant design
parameters are modulation diversity and minimum product distance,
dp;min [3], [4]. Good performance may be obtained by selecting
rotations that maximize these parameters.
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In [4], it is shown that lattices constructed by the canonical embed-
ding of an algebraic number field K of signature (r1; r2) have diver-
sity L = r1 + r2. Hence, totally real algebraic number fields result in
the maximum diversity L = n, equal to the dimension of the lattice
constellation (or the degree ofK). This motivates the investigation on
ZZZn-lattices over totally real number fields.

In this work, we consider algebraic constructions of rotated ZZZn-lat-
tices using the theory of ideal lattices [1]. In particular, we analyze two
families of totally real number fields:

1) the maximal real subfield of a cyclotomic field;
2) cyclic fields of odd prime degree.

We then provide a technique to combine these constructions in order to
build rotatedZZZn-lattices in higher dimensions. A few ad hoc construc-
tions over totally real number fields were previously proposed in [5],
[2], [7]. This correspondence gives new systematic constructions of a
large family of such constellations and presents explicit expressions for
the corresponding dp;min.

The next section introduces basic definitions and facts of algebraic
number theory. Section III discusses the lattice construction from an
algebraic number field in the context of ideal lattices and shows how
to evaluate dp;min.

In Sections IV–VI, we give an explicit construction of the lattices for
each family and compute their minimum product distance. Section VII
compares the performance of the new constructions, through simula-
tion. Section VIII concludes the correspondence addressing topics for
future work.

II. BASIC DEFINITIONS AND FACTS IN ALGEBRAIC NUMBER THEORY

We introduce some definitions and facts about algebraic number
theory that will be used in the correspondence, though we assume basic
knowledge about fields and rings. The interested reader may refer to
[12] for an introduction to algebraic number theory and to [6] for lat-
tice theory.

Recall first some basic definitions about field extensions. Let K =
QQQ(�) be an extension ofQQQ of degree n. If the minimal polynomial of
� overQQQ has all its roots inK , we say thatK is a Galois extension of
QQQ. The set of field automorphisms

Gal(K=QQQ) = f� : K ! K j �(x) = x; 8x 2 QQQg

is a group and is called the Galois group of K over QQQ. If a Galois
group is cylic, the extension is said to be a cyclic extension, or cyclic
field. Here we will restrict our attention to Galois extensions.

Definition 1: Let x 2 K and Gal(K=QQQ) = f�ig
n
i=1. The trace of

x over QQQ is defined as

TrK=QQQ(x) =

n

i=1

�i(x)

while the norm of x is

NK=QQQ(x) =

n

i=1

�i(x):

Definition 2: Let

OK=fx 2 Kj9 a monic polynomial f 2ZZZ [X] such that f(x)=0g:

The set OK is a ring called the ring of integers of K . Furthermore, it
possesses a ZZZ-basis f!1; . . . ; !ng, i.e., 8x 2 OK , x = n

i=1 ai!i,
with ai 2 ZZZ; i = 1 . . .n and n is the degree of K .

Definition 3: A ZZZ-basis of OK is called an integral basis ofK (or
of OK ).

Fig. 1. Ideal above .

Definition 4: Let f!1; . . . ; !ng be an integral basis of OK . The
number

dK = D(!1; ::; !n) = det(TrK=QQQ(!i!j))

is called the discriminant of K .

Note that the discriminant is independent of the choice of the basis.
We now recall some definitions about ideals, before introducing

some ideas and facts related to the ramification of primes.

Definition 5: An ideal I of a commutative ring R is an additive
subgroup of R which is stable under multiplication by R, i.e., aI � I
for all a 2 R.

Definition 6: An ideal I is principal if it is of the form

I = (x) = xR = fxy; y 2 Rg; x 2 I:

Example 1: IfR = ZZZ , we have that nZZZ is a principal ideal ofZZZ for
all n.

Definition 7: We say that an ideal I is prime if it satisfies the fol-
lowing property: if xy 2 I , then x 2 I or y 2 I .

The notion of ideal can be extended as follows.

Definition 8: A fractional ideal I is a sub-OK -module of K such
that there exists d 2 OKnf0g with I � d�1OK .

It is well known that for all n 2 ZZZ , there is a unique factorization
into prime numbers (times�1). This notion of factorization fails to be
true in general rings of integers, but is replaced by an analogous for
ideals.
Fact 1: [12] Every ideal I ofOK can be written in a unique way as

a product of powers of prime ideals

I =

m

i=1

e
i :

For fractional ideals the powers ei appearing in the above factorization
may be negative. Ramification theory investigates how prime ideals of
ZZZ behave when considered as ideals of OK (see Fig. 1).

Definition 9: Let p 2 ZZZ . Consider = pZZZ , a prime ideal of ZZZ .
Using the previous fact, pOK = m

i=1
e
i . The integer ei is called the

ramification index of i. If one ei � 2, we say that (or p, by abuse
of notation) ramifies in OK . If pOK = n, we say that is totally
ramified in OK . In the special case whereK=QQQ is a Galois extension,
ei = e for all i.

Example 2: Let K = QQQ(�), where � = �p, with p an odd prime
and � a pth root of unity. The minimal polynomial ofK is given by

�(x) = xp�1 + xp�2 + � � �+ x + 1:

Since we also have that �(x) = p�1
k=1(x � �k), evaluating the poly-

nomial in x = 1, one obtains that p = p�1
k=1(1 � �k). Recall that

OK = ZZZ[�] [12], [13]. Thus,

pZZZ[�] =

p�1

k=1

(1� �k)
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where (1 � �k) is here an ideal of ZZZ [�]. Because 1 � �kj1 � � and,
conversely, 1� �j1� �k , the ideals equality (1� �k) = (1� �) holds
for all k, so that one deduces the factorization of pZZZ[�]

pZZZ[�] = (1� �)p�1:

Here p is thus totally ramified. One can show that p is actually the only
prime which ramifies.

The ramification of a number fieldK is closely linked to its discrim-
inant and to the so-called different.

Definition 10: The set

D�1K=QQQ = fx 2 K j 8� 2 OK ; TrK=QQQ(x�) 2 ZZZg

is a fractional ideal ofOK called the codifferent. Its inverse idealDK=QQQ

is an integral ideal of OK called the different.

Fact 2: [13] A prime ideal ofOK is ramified inK=QQQ if and only
if it divides the different, i.e., it appears with a positive exponent in its
factorization into prime ideals.

Definition 11: Let be an ideal of OK . Its norm is defined by
N( ) = jOK= j. It directly follows that if = aOK is principal,
then N( ) = jNK=QQQ(a)j.
Fact 3: [1] N(DK=QQQ) = jdK j.
The primes in the factorization of the discriminant of K are thus

exactly the ones that ramify.

Example 3: Let K = QQQ(�). The discriminant of K is
(�1)(p�1)=2pp�2. There is only the prime factor p in the fac-
torization of the discriminant, which corresponds to the fact that only
p ramifies.

III. IDEAL LATTICES

We start by introducing the notion of ideal lattice and derive a
formula for its minimum product distance. Throughout the corre-
spondence, we consider totally real number fields resulting in full
diversity lattice constellations [4]. We then consider as a special case
the ZZZn-lattice.

Definition 12: LetK be a totally real number field of degree n. An
ideal lattice is a lattice (I; q�), where I is an OK -ideal (which may
be fractional) and

q� : I � I ! ZZZ; q�(x; y) = Tr(�xy); 8x; y 2 I
where Tr = TrK=QQQ is the trace and � 2 K is totally positive (i.e.,
�i(�) > 0 8i).

In the following, we will use the term lattice to denote either the
quadratic form defining the Gram matrix or the particular embedding
defined by the lattice generator matrixM .

If f!1; . . . ; !ng is a ZZZ-basis of I , the generator matrix M of the
lattice � = fxxx = ���M j��� 2 ZZZng is given by

M =

p
�1�1(!1)

p
�2�2(!1) . . .

p
�n�n(!1)

...
... . . .

...p
�1�1(!n)

p
�2�2(!n) . . .

p
�n�n(!n)

(1)

where �j = �j(�); 8j. One easily verifies that

MM t = fTr(�!i!j)gni;j=1:
This choice of a generator matrix uniquely identifies a lattice � from
(I; q�).

A. The Minimum Product Distance of an Ideal Lattice

We study the problem of computing the minimum product distance
for general ideal lattices.

Definition 13: Given an n-dimensional lattice � with full diversity
L = n, we define the minimum product distance of xxx = (x1; . . . ; xn)
from the origin as

dp;min = min
x2�

dp(xxx)

where

dp(xxx) =

n

i=1

jxij:

We are interested in relating dp;min to the algebraic properties of the
fields and ideals used to construct the lattice. Recall first the following.

Lemma 1: If I is a principal ideal of OK , then

minx 6=02IN(x) = N(I):
Proof: Since I is principal, I = (a) and N(I) = jN(a)j. Let

x 6= 0 2 I and x = ay for y 2 OK . Thus,

jN(x)j = jN(a)kN(y)j � N(I)
and equality holds iff N(y) = �1. The minimum is reached for x =
au, where u is a unit.

In the case where I is principal, we can give the exact value of the
minimum product distance of an ideal lattice (I; q�).
Theorem 1: Let I be a principal ideal ofOK . Theminimum product

distance of an ideal lattice of determinantD = det(�) defined over I
is

dp;min(�) =
D

dK
:

Proof: Let f!1; . . . ; !ng be a basis of I and x = n
i=1 �i!i for

�i 2 ZZZ 8i. We have from (1)

dp(xxx) =

n

j=1

n

i=1

�i
p
�j�j(!i)

=

n

j=1

p
�j�j

n

i=1

�i!i

=

n

j=1

jp�j j
n

j=1

�j

n

i=1

�i!i

= N(�) N

n

i=1

�i!i :

Since det(�) = N(�) dK N(I)2 (see [1]), we find that N(�) =
D=N(I)2dK , so that we conclude, using Lemma 1, that

dp;min(�) = N(�)min
x2I

N(x)

=
D

dK

minx2I N(x)

N(I) =
D

dK
:

Remark 1: In order to compare different lattices, we normalize the
determinant D to be 1, so that dp;min = 1=

p
dK . It is also useful to

consider d1=np;min in order to compare lattices of different dimensions.

B. The Rotated Square Lattice as Ideal Lattice

We say that the ZZZn-lattice is realized if the matrix of the trace form
gives the identity matrix. Equivalently, we say that the trace form is
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isomorphic to the unit form. The corresponding generator matrix given
in (1) becomes an orthogonal matrix (M�1 = M t).

Let us consider here as a simple example, the case of quadratic
fields realizing rotated square lattices. Let K = QQQ(

p
d) with a

square-free positive d. Let f1; !g be an integral basis of OK , then the
corresponding lattice generator matrix is

M =
1 1

! �(!)
:

It can be easily verified that j det(M)j = p
dK . If there exists a totally

positive element � such that N(�) = 1=det(M)2, we obtain the ro-
tated square lattice generator matrix

R = M diag (
p
�; �(�))

since there is only one unimodular lattice in dimension two [6]. A
sufficient condition for the existence of the above � is given by the
following.

Lemma 2: Let m be an algebraic norm in K . If there exists a unit
u such that N(u) = �1, then there exists a totally positive element �
with algebraic norm m.

Proof: Let � be an element of given norm m. If �i(�) > 0 for
i = 1; 2, we are done with � = �. If �1(�) > 0 and �2(�) < 0, we
take � = �=u. In the other cases, we take � = �� or � = ��=u,
respectively.

A family of quadratic fields with the desired property is given by
K = QQQ(

p
p) for all primes p such that p � 1(mod 4), [10, Corollary

2, p. 182]. For example, we obtain the square lattice for QQQ(
p
5) with

� = 1=(
p
5u), where u = (1 +

p
5)=2. Note that the square lattice

may also be obtained from other quadratic fields, e.g., QQQ(
p
2), with

� = 1=(2
p
2u), where u = ! = 1 +

p
2.

Finally, we note that using the above technique we find all the pre-
vious two-dimensional rotations given by [3], [5].

The two constructions that we present in the following sections are
particular realizations of ZZZn-lattices as ideal lattices in higher dimen-
sions. In the cyclotomic case, I = OK and � = (1 � �)(1 � ��1),
where � is a primitive root of unity. In the cyclic case, I = A such that
A2 = D�1K=QQQ and � = 1.

IV. THE CYCLOTOMIC CONSTRUCTION IN DIMENSION n = (p� 1)=2

We consider the construction of rotated ZZZn-lattices on the ring of
integers of the maximal real subfield of a cyclotomic field.

Let p � 5 be a prime, n = (p � 1)=2, and � = �p = e�2i�=p

be a pth root of unity. The lattices are built via the ring of integers of
K = QQQ(� + ��1), the maximal real subfield ofQQQ(�), whose integral
basis is given by fej = �j + ��jgnj=1. These notations will be used
throughout the correspondence.

Proposition 1: Let � = (1� �)(1� ��1) then

1

p
Tr(�xy)

is isomorphic to the unit form h1; . . . ; 1i of degree n.
Proof: The proof is a direct computation. We compute Tr(�xy)

in the usual integral basis of QQQ(� + ��1). From the matrix that we
obtain, we find a new basis where 1

p
Tr(�xy) is exactly the identity

matrix. Let

� = (1� �)(1� ��1) = 2� (� + ��1) (2)

and denote �j(�) and �j = �j(�) for j = 1; . . . ; n the conjugates of
� and �, respectively. Finally, define q(x; y) = Tr(�xy).

Note that

Tr(�k+ ��k) =

n

j=1

�j(�
k+ ��k) = �1; 8 k = 1; . . . ; n: (3)

Using (3) we have

n

j=1

�j�j(�
k+��k)=

n

j=1

(2��j(�+��1))�j(�k+��k)

= �2�
n

j=1

�j(�
k+1+��k�1+��k+1+�k�1)

=
�2+1�2n=�p; if k��1(mod p)

�2+1+1=0; otherwise.
(4)

We now compute q(ei; ej) for i = j and i 6= j using (4) and (3)

q(ek; ek)=

n

j=1

�j�j(�
2k+��2k+ 2)

=

n

j=1

�j�j(�
2k+��2k)+2

n

j=1

(2��j(�+��1))

=
p; if k=n, i.e, 2k��1(mod p)

2p; otherwise.

q(ek; ej)=

n

h=1

�h�h(�
k+j+��(k+j))+

n

h=1

�h�h(�
k�j+��(k�j))

=
�p; if jk�jj=1

0; otherwise.

Let Q(x; y) = 1
p
Tr(�xy). Then the matrix of Q in the basis

fe1; . . . ; eng is given by

2 �1 0 � � � 0

�1 2 �1
0 �1 2

. . . �1 0

�1 2 �1
0 � � � 0 �1 1

:

This matrix is isomorphic to the identity matrix. In fact, it is enough to
choose a new basis fe01; . . . ; e0ng where e0n = en and e0j = ej + e0j+1,
j = 1; . . . ; n� 1.

The corresponding rotated ZZZn-lattice is obtained as follows. Con-
sider the n field embeddings defined by

�k(ej) = �kj + ��kj = 2cos
2�kj

p

then the lattice generated by the ring of integers has the n�n generator
matrixM with elementsMk;j = 2cos 2�kj

p
. The twisting element

can be represented by the diagonal matrix

A = diag �k(�) :

The basis transformation matrix from fejg to fe0jg is given by

T =

1 1 � � � 1 1

0 1 1 � � � 1
...

. . .
...

0 � � � 0 1 1

0 0 � � � 0 1

:

Finally, the rotated ZZZn-lattice generator matrix is given by

R =
1p
p
TMA:

Following the above recipe we constructed rotatedZZZn-lattices for n =
2; 3; 5; 6; 8; 9; 11; 14; 15; 18; 20; 21; 23; 26; 29; 30; . . ..
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By Theorem 1, the minimum product distance is given by
dp;min = 1=

p
dK = p� , since dK = p = pn�1[13].

V. THE CYCLIC CONSTRUCTIONS

LetK be a cyclic extension ofQQQ of prime degree n > 2. Based on
[8], we consider lattices constructed using the idealA ofOK such that
its square is the codifferent, i.e.,

A2 = D�1K=QQQ: (5)

Since a Galois extension of odd degree is totally real, we construct
rotated ZZZn-lattices with full diversity L = n. The construction in [8]
shows there exists a trace form overA which is isomorphic to the unit
form up to a scaling factor. Let p be an odd prime. Depending on the
ramification of p in OK , we derive three different classes of lattices.

1) Case I: p > n is the only prime which ramifies.
2) Case II: p = n is the only prime which ramifies.
3) Case III: there are at least two primes p1 and p2 that ramify.

We present and illustrate these three constructionswhich result in prime
dimensional lattices not available from the cyclotomic constructions.

For a given odd prime dimension n we prove that one can always
select an odd prime p satisfying some conditions such that we fall into
either Case I or Case II or two odd primes p1 and p2 such that we
fall into Case III. Thus, the knowledge of p (or of p1 and p2) and n
is sufficient to construct the desired lattice. We emphasize the fact that
we do not need explicit knowledge of K . More precisely, we prove
that given n and p two odd primes, there always exists a cyclic field
K of degree n where only p ramifies. Note that the implementation
of the construction algorithms requires the support of a computational
algebra package such as KANT ([15]) or PARI ([16]).

The ultimate goal is to select for each dimension a construction
giving the largest dp;min.

A. Case I: Only p > n ramifies

If only the prime p > n ramifies in K , we can embed K into the
cyclotomic field QQQ(�), where � = �p is a primitive pth root of unity.
DenoteG = Gal(QQQ(�)=QQQ) the Galois group ofQQQ(�) overQQQ. ThenG
is cyclic of order p�1. Let � be a generator ofG. Since [QQQ(�) : K] =
p�1
n

, the element �n is a generator of the cyclic group Gal(QQQ(�)=K)
(see Fig. 2).

Let r be a primitive element (mod p) (i.e., rp�1 � 1(mod p) and
p�1 is the smallest integer having this property),� = m�1

k=0 (1��r ),
m = p�1

2
, and let � be such that �(r � 1) � 1(mod p).

Note that

rm � �1(mod p):

According to the definition of r, we may take � as

� : � 7! �r:

Lemma 3: The following equalities hold:

a) �(�) = ��p�1�.
b) �(���) = ����.
Proof of a):

�(�) =

m�1

k=0

(1� �r )

= (1� �)�1(1� �)

m�2

k=0

(1� �r )(1� �r )

= (1� �)�1(1� ��1)� = ��p�1�:

Fig. 2. Extension tower for Case I.

The last equality derives from

(1� �)�1(1� ��1) =
1� �p�1

1� �
= �p�2 + � � �+ � + 1:

Proof of b): Using the previous equality and the definition of �,
we have

�(���) = ��+1(��p�1�) = ����:

Lemma 4: (���)2 = (�1)mp.
Proof: Recall that the cyclotomic polynomial of degree p� 1 is

given by

�(x) =xp�1 + xp�2 + � � �+ x+ 1

=

p�2

k=0

(x� �k(�)):

Evaluating for x = 1, we obtain

p =

p�2

k=0

(1� �r ) =

m�1

k=0

(1� �r )

m�1

j=0

(1� ��r )

= (�1)m�2
m�1

j=0

��r = (�1)m�2�2�:

The last equality holds since

��1�r����r = �

and � is the inverse of r � 1 (mod p).

The construction is given by the following.

Proposition 2: Define z = ���(1 � �) and

x = TrQQQ(�)=K(z) =
j=1

�jn(z):

Then we have TrK=QQQ(x�
t(x)) = �0;t p

2, t = 0; . . . ; n � 1.
Proof:

TrK=QQQ(x�
t(x))

=

n�1

a=0

�afx�t(x)g=
n�1

a=0 c;j=1

�a+cn(z)�a+t+jn(z)

(Lemma 3)

=
a c;j

(�1)a+cn���(1��r )(�1)a+t+jn���(1��r )

= (�1)t
c

(�1)c
a;j

(�1)j(���)2(1��r )(1��r )

(Lemma 4)

= (�1)t(�1)mp
c

(�1)c
a j

(�1)j(1��r )

�
j

(�1)j(�r � �r +r ) :
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We notice that the first term in parenthesis is 0 because there are as
many 1’s as�1’s in the sum over j. Using the same principle, the term
�r also disappears because of the sum over c, so that we have

TrK=QQQ(x�
t(x))=(�1)t+mp

c

(�1)c

a;j

(�1)j�r +r
:

(6)
The following identity holds:

c=1

(�1)c

a;j

(�1)j�r +r =
d=1

(�1)d

a;k

�
r +r

=
d

(�1)d

a;k

�
(r +r )r

and can be proved by letting all the indexes run through all summation
terms to verify that they cover the same set of exponents of � (mod p).

We note that ra+kn for a = 0; . . . ; n� 1, k = 1; . . . ; p�1
n

takes on

the values s = 1; . . . ; p � 1, so that denoting !d;t = �(r +r ), we
have

d

(�1)d

a;k

�
(r +r )r =

d

(�1)d
p�1

s=1

!
s
d;t (7)

where

p�1

s=1

!
s
d;t =

p� 1; if !d;t = 1

�1; otherwise.

In order to evaluate (7), we distinguish the two different cases. The case
!d;t = 1 appears when

r
nd + r

t � 0 (mod p), r
nd � r

m+t (mod p)

, t = nd�m+ k1(p� 1):

As n divides the term on the right, t needs to be a multiple of n which
belongs to f0; . . . ; n � 1g and we conclude that we must have t = 0.
The case !d;t = 1 is then reduced to

�
r +1 = 1, r

nd � �1 (mod p)

, d = k2
p� 1

2n
; k2 odd

implying that k2 = 1 and d = p�1
2n

. We conclude that this case appears
if and only if t = 0 and d = p�1

2n
.

Thus, the second case appears when t 6= 0 and we obtain

(�1)t+mp
d

(�1)d
p�1

s=1

!
s
d;t = (�1)t+mp

d=1

(�1)d(�1) = 0

while for t = 0 we have

(�1)t+mp
d

(�1)d
p�1

s=1

!
s
d;t

= (�1)mp

d=1;d 6=

(�1)d(�1)+ (�1)mp(�1) (p� 1)

= p+ p(p� 1) = p
2
:

TABLE I
EXAMPLES OF PARAMETERS FOR CASE I:
THE MEANS THAT = ( + )

For the last equality, note that (�1)m+ = 1 since the exponent is
always even, and that

(�1)m

d=1;d6=

(�1)d(�1)

=
(�1)m+1(�1) = 1; if p � 1 (mod 4) (m even)
(�1)m+1(1) = 1; if p � 3 (mod 4) (m odd):

This proves that

(�1)t+mp
d

(�1)d

a;k

�
(r +r )r

=
0; if !d;t = 1, i.e, if t 6= 0

p2; else, i.e, if t = 0:

1) Construction Algorithm: The previous result gives a concrete
method to construct x such that

1

p2
TrK=QQQ(x�

t(x))

is isomorphic to the unit form. The lattice matrix can be constructed as
follows.

1) Choose a prime dimension n.
2) Compute p such that p � 1 (mod n).
3) Compute r and � as given in the definition.
4) Compute� and z in the basis f1; �; . . . ; �p�2g of the cyclotomic

field.
5) Compute x and its conjugates in the basis of the cyclotomic field.

This can be done using � : � 7! �r and �n : � 7! �r .
6) Compute M the matrix of the lattice, which contains as first

column �i(x), i = 0; . . . ; n � 1 and as other columns a cyclic
shift of the first column. In order to have the numerical values
of the matrix, we need to replace � by e2i�=p. Note that M is a
circulant matrix.

7) As a final step, we need to normalize the matrix to get the deter-
minant equal to 1.

Examples of parameters are given in Table I. The lattices in dimen-
sions marked with a � coincide for certain p with the ones built in Sec-
tion IV from K = QQQ(�p + ��1p ).
Note that the value of p is not unique and that any choice of p sat-

isfying p � 1 (mod n) will give a well-defined cyclic field K . More
precisely, we get the following.
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Fig. 3. Extension tower for Case II.

Lemma 5: Let n be an odd prime. If p is an odd prime satisfying
p � 1 (mod n), then there exists a cyclic fieldK of degree n such that
p is exactly the only prime which ramifies in K .

Proof: LetG be the cyclic subgroup ofGal(QQQ(�p)=QQQ) generated
by �n of order (p� 1)=n, which is an integer since p � 1 (mod n).
Let K = KG be the subfield fixed by G. The extension K=QQQ is a
Galois extension becauseQQQ(�p)=QQQ is cyclic. Furthermore,K inherits
the property that p is exactly the only prime which ramifies fromQQQ(�p)
(see [13]).

2) Example: We give a complete example to illustrate the method.

1) We choose the dimension n = 3.
2) We compute a p such that p � 1(mod 3) and choose p = 13.

These two parameters determine the field K in which we will
work. Note that we do not need to know it explicitly, but in this
caseK = QQQ(���)))where �3��2�4��1 = 0. It has discriminant
132 which shows that actually only p = 13 ramifies inK .

3) We compute r = 2 and � = 1.
4) In the basis f1; �; . . . ; �11g of QQQ(�), where � = �13, we get

z = (3; 1; 4; 0; 2; 4; 2; 2; 2; 0; 2; 4).
5) We compute

x = �0(z) + �n(z) + �2n(z) + �3n(z)

where �n : � 7! �r = �8. Then we get

x = (5; 0; 3; 3;�1; 0;�1;�1; 0;�1; 3; 3):

Using the fact that � : � 7! �2, we have

�(x) = (6; 0; 1; 1; 4; 0; 4; 4; 0; 4; 1; 1)

and

�2(x) = (2; 0;�4;�4;�3; 0;�3;�3; 0;�3;�4;�4):

6) Replacing � = e2i�=13, we compute

M =

x �(x) �2(x)

�(x) �2(x) x

�2(x) x �(x)

:

7) Normalize by 1=p

R =
1

13
M =

0:90636 �0:24824 0:34188

�0:24824 0:34188 0:90636

0:34188 0:90636 �0:24824

:

B. Case II: Only p = n ramifies

If only the odd prime p = n ramifies in K , we can embed K into
QQQ(�n ), where � = �n is a primitive n2th root of unity. Denote by �
the generator ofGal(QQQ(�)=QQQ). If r is an element such that rn(n�1) �
1 (modn2), wheren(n�1) is the smallest integer having that property,
then � may be defined as � : � 7! �r (see Fig. 3).

Proposition 3: Let

T = TrQQQ(�)=K(�) =

n�1

j=1

�nj(�):

Then

TrK=QQQ((1 + T )�t(1 + T )) = �0;tn
2; t = 0; . . . ; n� 1:

Proof:

TrK=QQQ((1 + T )�t(1 + T ))

=

n�1

a=0

�a((1 + T )�t(1 + T ))

=

n�1

a=0

[1 + �a+t(T ) + �a(T ) + �a(T )�a+t(T )]

= n+
a

n�1

j=1

�a+t+nj(�) +
a

n�1

j=1

�a+nj(�)

+
a

n�1

j;k=1

�a+nj(�)�a+t+kn(�)

= n+
a

n�1

j=1

�r +
a

n�1

j=1

�r +
a

n�1

j;k=1

�r +r

= n+

n(n�1)�1

s=0

�r +

n(n�1)�1

s=0

�r +
a

n�1

d;c=1

�r +r :

The last equality is true because the set of values a + nj for a =
0; . . . ; n�1, j = 1; . . . ; n�1 is the same as s = 0; . . . ; n(n�1)�1.
The change of variables in the triple sum can be verified by enumerating
the values taken on by the different powers as in the previous section.
Since

TrQQQ(�)=QQQ(�)=

n(n�1)�1

s=0

�s(�)=

n(n�1)�1

s=0

�r =

n(n�1)�1

s=0

�r =0

we obtain

TrK=QQQ((1 + T )�t(1 + T )) =n+

n�1

d=1

n(n�1)�1

s=0

�(r +r )r

=n+

n�1

d=1

TrQQQ(�)=QQQ(!d;t) (8)

where!d;t = �r +r . The expressionTrQQQ(�)=QQQ(!d;t) in (8) can take
on three different values depending on !d;t

1) !d;t = 1 ) TrQQQ(�)=QQQ(!d;t) = n(n � 1).

2) !d;t is an n2th primitive root of unity) TrQQQ(�)=QQQ(!d;t) = 0.

3) !d;t is a root of unity which is not primitive: !d;t is of the form
�k n, k1 = 1; . . . ; n � 1, which is an nth root of unity )
TrQQQ(�)=QQQ(!d;t) = �n.

To prove the proposition we distiguish the two cases t = 0 and t 6= 0.
In each case, we determine whether !d;t is primitive or not.

• First case: t = 0.
We have that !d;t = 1 only in this case. In fact

rnd + rt � 0(mod n2)

() t = nd�
n(n� 1)

2
+ k2n(n� 1) () t = 0

and it occurs for d = (n � 1)=2

rnd � �1 (mod n2)) d =
n� 1

2
:
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We now verify that when d 6= n�1
2

, !d;t is a primitive root of
unity. Suppose it is not primitive, then

rnd + 1 � 0(mod n2)

) rnd + 1 � 0(mod n)) d =
n� 1

2
+ k3

n� 1

n
:

Since d � n � 1, we must have k3 = 0, which gives the case
!d;t = 1. Putting all together, we obtain

n+

n�1

d=1

n(n�1)�1

s=0

�(r +r )r =n+n(n�1)=n2; for t = 0:

• Second case: t 6= 0.
We determine the primitive roots of unity

rnd + rt � 0 (mod n)) d =
t� k4
n

+
n� 1

2
+ k4:

We need to take k4 = t (since d � n � 1, we cannot take
k4 = t + k5n). Thus, there is only one d such that !d;t is not
primitive. Putting all together, we obtain

n+

n�1

d=1

n(n�1)�1

s=0

�(r +r )r = n� n = 0:

1) Construction Algorithm: We give a construction procedure as in
the previous case.

1) Choose a prime dimension n.
2) Compute r such that rn(n�1) � 1 (mod n2) and that n(n� 1)

is the smallest integer k such that rk � 1 (mod n2).
3) Compute 1+T and its conjugates in the basis of the cyclotomic

field. This can be done using � : � 7! �r and �n : � 7! �r .
4) Compute the lattice generator matrixM and the normalized lat-

tice generator matrix R.
2) Example:

1) Take n = 3. This corresponds in fact to the field K = QQQ(���)))

where �3 � 3� � 1 = 0, whose discriminant is 34.
2) r = 2.
3) In the basis ofQQQ(�9), we compute 1 + T and its conjugates

1 + T =(1; 1;�1; 0; 0;�1)

�(1 + T ) = (1;�1; 1; 0;�1; 0)

�2(1 + T ) = (1; 0; 0; 0; 1; 1):

4) Finally

R =
1

3
M =

0:84402 �0:29312 0:44909

0:44909 0:84402 �0:29312

�0:29312 0:44909 0:84402

:

C. Case III: At Least Two Primes Ramify

Suppose now that K contains at least two primes that ramify. We
will use two fields where only one prime ramifies as bulding blocks to
construct K .

Lemma 6: Let n be an odd prime. Take two distinct odd primes
p1; p2 such that pi � 1 (mod n), but pi 6� 1 (mod n2), i = 1; 2. Let
K be a cyclic field of degree n such that p1 and p2 ramify. ThenK is
contained in the compositum K1K2 of two fields such that Ki is the
cyclic field of degree n where only pi ramifies, i = 1; 2.

Fig. 4. Extension tower for Case III.

Proof: Since pi � 1 (mod n), i = 1; 2; we have the extension
tower of Fig. 4. It is clear thatK is a subextension ofQQQ(�p p ). What
is left to prove is thatK � K1K2. Let G = Gal(QQQ(�p p )=QQQ).

G �= ZZZ=(p1 � 1)ZZZ �ZZZ=(p2 � 1)ZZZ

�= Cn � Cn �ZZZ=
p1 � 1

n
ZZZ �ZZZ=

p2 � 1

n
ZZZ:

Recall that an Abelian group has a unique decomposition into its Sylow
subgroups. G is thus the direct product of a Sylow n-subgroup and of
Sylow pi-subgroups where (pi; n) = 1.
Let H = Gal(QQQ(�p p )=K1K2). H is a subgroup of G of order

p �1
n

p �1
n

. Because (jHj; n) = 1, we deduce that H corresponds to
the direct product of the Sylow pi-subgroups of G where (pi; n) = 1.
Let I = Gal(QQQ(�p p )=K) a subgroup of G. As I is of order

(p1 � 1)(p2 � 1)

n
= n

p1 � 1

n

p2 � 1

n

this implies that I contains a subgroup J of order p �1
n

p �1
n

. We use
the same technique as before to obtain that J is also the direct product
of the pi Sylow of G where (pi; n) = 1, so thatH � I , implying that
K � K1K2.

Remark 2: We do not prove the case when p1 or p2 is equal to n,
which can be handled in a similar way by replacing QQQ(�p p ) with
QQQ(�p n ).

Proposition 4: LetK1;K2 be two disjoint Galois extensions ofQQQ,
whose discriminants are relatively prime.
Let Gi = Gal(Ki=QQQ) for i = 1; 2 and G1 = h�i, G2 = h� i be

cyclic of order n. LetK � K1K2 be another cyclic extension of order
n. If there exist xi 2 Ki, i = 1; 2 which satisfy

1) TrK =QQQ(x1�
t(x1)) = �0;tp

2
1; t = 0; . . . ; n � 1

2) TrK =QQQ(x2�
t(x2)) = �0;tp

2
2; t = 0; . . . ; n � 1

then there exists x 2 K , given by x = TrK K =K(x1x2), such that

TrK=QQQ(x

t(x)) = �0;tp

2
1p

2
2; t = 0; . . . ; n� 1

where h
i = Gal(K=QQQ).
Proof: We will use the fact that

TrK K =QQQ(x1x2) =

n

k=1

n

j=1

�k� j(x1x2)

=

n

k=1

�k(x1)

n

j=1

� j(x2)

=TrK =QQQ(x1)TrK =QQQ(x2):
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Fig. 5. Detail of the extension tower for Case III.

Let 1 � m � n � 1 be such that h�m�i = Gal(K1K2=K) (see
Fig. 5). Choose 
 = ��m� as generator of Gal(K=QQQ). So

x =

n�1

b=0

(�m�)b(x1x2)

x
t(x) =

n�1

b;c=0

�mb(x1)�
b(x2)�

�mt� t�mc(x1)�
�mt� t� c(x2)

=

n�1

b;c=0

�mb(x1�
m(c�t�b)(x1))�

b(x2�
t+c�b(x2))

and

nTrK=QQQ(x

t(x))

= TrK K =QQQ(x

t(x))

=

n�1

b;c=0

TrK K =QQQ(�
mb�b[(x1�

m(c�t�b)(x1))(x2�
c+t�b(x2))])

=
b;c

TrK =QQQ(x1�
m(c�t�b)(x1))TrK =QQQ(x2�

c+t�b(x2)): (9)

Finally, the terms in the sum of (9) are different from zero only when
m(c � b � t) = 0 and c + t � b = 0, which is equivalent to ask that
t = 0 and c = b. This means that (9) is nonzero if and only if t = 0,
and it is equal to np21p

2
2.

1) Construction Algorithm: If we know that two primes p1 and p2
ramify in a cyclic field K of prime degree n, we know how to find
an element x 2 K which gives the unit form. Note that no explicit
knowledge of K is required to construct the lattice.

1) Choose a prime dimension n.
2) Choose p1 and p2 that satisfy the hypotheses.
3) Compute x1, x2, and their conjugates using the previous

techniques, and embed them into QQQ(�p p ) if p2 > n or into
QQQ(�p n ) if p2 = n.

4) Compute x using the knowledge of �t(x1) and � t(x2), t =
0; . . . ; n � 1.

5) Compute the conjugates inK of x usingGal(K=QQQ). The cyclic
group Gal(K=QQQ) of order n must be carefully selected among
the subgroups of order n of Gal(K1K2=QQQ).

6) Compute the matrix R.

2) Example: As an example, we use the two cases computed
previously.

1) Choose the prime dimension n = 3.
2) Choose p1 = 13 and p2 = 3.
3) Let � = �117. In the basis of QQQ(�) of degree 72, we have for

example that

x1 = (5; 0; 0; 1; 0; 0; 0; 0; 0; 0; 0; 0;�3; 0; 0; 0; 0; 0; 3; 0; 0;
� 3; 0; 0; 0; 0; 0; 3; 0; 0; 0; 0; 0; 0; 0; 0;�1; 0; 0; 0; 0; 0;
1; 0; 0; 0; 0; 0; 0; 0; 0; 0;�3; 0; 0;�1; 0; 0; 0; 0; 0;�3;
0; 0;�1; 0; 0; 0; 0; 0; 0; 0; 0):

Similarly, we embed x2 into QQQ(�).
4) We compute x = x1x2 + �(x1)�(x2) + �2(x1)�

2(x2), which
gives

x =(13; 5;�9; 0;�2; 7; 0; 2; 0; 0; 7;�9; 0;�3; 7; 0; 0; 2; 0; 0;
� 2; 0;�2; 2; 0;�5; 3; 0; 7;�9; 0; 0; 0; 0;�5; 2; 0; 7;
� 7; 0; 5;�7; 0; 0; 7; 0; 2;�7; 0; 0;�7; 0;�4; 7; 0; 7; 0; 0;

� 2;�2; 0; 0; 9; 0; 0;�3; 0; 0;�7; 0;�5; 2):

5) Using the generator 
 : � 7! �40 of Gal(K=QQQ), we compute
the conjugates of x.

6) Finally

R =

0:55329 0:76837 �0:32166
�0:32166 0:55329 0:76837

0:76837 �0:32166 0:55329

:

D. The Minimum Product Distance

Since the ideal A given in (5) is principal in all the cases and di-
mensions that we consider, we can give the minimum product distance
using Theorem 1, namely, dp;min = 1p

d
. Some numerical values of

dp;min for the Cases I and II are reported in Table II.
We have seen that for each prime dimension n, several constructions

of lattices are avilable, all yielding maximum diversity. The minimum
product distance gives us a way to rank them. For example, for n =
5, we can build the following lattices depending on the choice of the
primes p:

1) only 11 ramifies, with dp = 1=121 (Case I);
2) only 31 ramifies, with dp = 1=961 (Case I);
3) only 5 ramifies, with dp = 1=625 (Case II);
4) 11 and 31 ramify, with dp = 1=(121� 961) (Case III);
5) 11 and 5 ramify, with dp = 1=(121� 625) (Case III).

Since our aim is to maximize the dp;min, in this example, the best
choice is to take the first construction in the preceding list, i.e., when
only one prime ramifies, this prime being the smallest possible. This
appears to be true in general.

Proposition 5: For a given prime dimensionn > 2, the construction
of Case I, with the smallest possible pmaximizes the minimum product
distance.

Proof:

1) We first show that the discriminant ofK in Case I is dK = pn�1.
Since p is totally ramified inK , pOk = n. This implies, since
p n, that n�1jDK=QQQ but n DK=QQQ[13]. Thus, from Fact 3,
we have N(DK=QQQ) = dK = pn�1, since DK=QQQ = n�1. In
order to maximize dp;min, one has to take the smallest p > n
that ramifies. This also shows that Case III is always worse than
Case I as dK = (p1p2)

n�1.
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TABLE II
SOME MINIMUM PRODUCT DISTANCES FOR CASES I AND II,

IS SUCH THAT ( )

2) Using the same technique as in the previous case, we find
njDK=QQQ, but now we can have kjDK=QQQ, for k > n. Consider

the transitivity formula for the different [13]

DQQQ(�)=QQQ = DQQQ(�)=KDK=QQQ: (10)

Denote = (1� �)OQQQ(�), K = \OK and note that

KOQQQ(�) =
n�1

as p is totally ramified. It is known that DQQQ(�)=QQQ = n(2n�3)

and that DQQQ(�)=K = n�2[13]. From (10) we then obtain that

DK=QQQ = 2(n�1) = ( n�1)2(n�1) =
2(n�1)
K :

From Fact 3, we have

dK = NK=QQQ(
2(n�1)
K ) = p2(n�1):

It follows that as long as n2 > p (true for n > 2), the minimum
distance is smaller than in the case where p > n.

VI. MIXED CONSTRUCTIONS

Here, we present a technique to combine the previous constructions
to build rotated ZZZn-lattices in higher dimensions.

Proposition 6: Let K be the compositum of N Galois extensions
Kj of degreenj (i.e., the smallest field containing allKj ) with coprime
discriminant i.e., (dK ; dK ) = 1;8i 6= j. Assume there exists an �j
such that the trace form over Kj , Tr(�jxy), is isomorphic to the unit
form h1; . . . ; 1i of degree nj for j = 1; . . . ; N . Then the form overK

Tr(�1xy)
 � � � 
 Tr(�Nxy)

is isomorphic to the unit form h1; . . . ; 1i of degree n = N
j=1 nj .

Proof: Let us consider the case K = K1K2. Denote by
f!1; . . . ; !n g and f!01; . . . ; !

0

n g the integral bases ofK1 andK2, re-
spectively. SinceK1 andK2 are Galois extension overQQQwith coprime
discriminants, we have that f!j!0k j j = 1; . . . ; n1; k = 1; . . . ; n2g
defines a basis for OK [13]. We conclude using the fact that

TrK=QQQ(�1!i!j�2!
0

k!
0

l) = TrK =QQQ(�1!i!j)TrK =QQQ(�2!
0

k!
0

l):

TABLE III
MINIMUM PRODUCT DISTANCES FOR THE MIXED CONSTRUCTIONS

The lattice generator matrix can be immediatly obtained as the
tensor product of the generator matrices R(j) corresponding to the
forms Tr(�jxy), for j = 1; . . . ; N

R = R(1) 
 � � � 
R(N):

In the particular case of the cyclotomic construction, Proposition 6
yields.

Corollary 1: Let m = p1 � � � pN be the product of N distinct
primes, �j = e�i2�=p for j = 1; . . . ; N andK be the compositum of

Kj = QQQ(�j + ��1
j ); j = 1; . . . ; N

(i.e., the smallest field containing allKj ). Let �j = (1��j)(1���1
j )

then

1

p1
Tr(�1xy)
 � � � 


1

pN
Tr(�Nxy)

is isomorphic to the unit form h1; . . . ; 1i of degree

n =

N

j=1

(pj � 1)=2:

Corollary 1 generalizes the cyclotomic construction to QQQ(�m),
where m is a square-free product of primes. We are now able
to construct rotated ZZZn-lattices in other dimensions such as
n = 10; 12; 16; 22; 24; 27; 28; . . ..
The only missing dimensions below 30 are 4 and 25 and can be

completed with the aid of Proposition 6.

1) The case n = 4 can be obtained combining the two rotated
square lattices constructed in Section III-C.

2) The case n = 25 can be obtained combining the two rotated
ZZZn-lattices of dimension 5 constructed using Case I and Case II
of the cyclic constructions.

A. The Minimum Product Distance

For the mixed construction, we have the following.

Proposition 7: Let K = K1K2 be the compositum of two Galois
extensions of degree n1 and n2, with coprime discriminant. The dis-
criminant of K is dK = dmK dmK , where mj = [K : Kj ] = n=nj ,
j = 1; 2.

Proof: Since DK=QQQ = DK =QQQDK =QQQ (see [13]), we directly
deduce that

NK=QQQ(DK=QQQ) =NK=QQQ(DK =QQQ)NK=QQQ(DK =QQQ)

=NK =QQQ(DK =QQQ)
m NK =QQQ(DK =QQQ)

m

which proves the result, recalling that NK=QQQ(DK=QQQ)=dK .
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TABLE IV
COMPARISON OF THE VALUES OF FOR CYCLOTOMIC, CYCLIC, AND MIXED CONSTRUCTIONS

As a direct consequence, we have that for the mixed construction

dp;min =
1

dmK dmK

:

The numerical values for dp;min are given in Table III. We note that the
lattices in dimensions n = 4 and 25 have minimum product distance
1=40 and 1=(5201110) given by Proposition 7.

VII. PERFORMANCE

A rotated ZZZn-lattice with diversity L is obtained by applying the
rotation matrix R to the integer grid ZZZn, i.e.,

Zn;L = fxxx = uuuR; uuu 2 ZZZng:

The finite signal constellation is carved from this lattice by restricting
the elements of uuu to a finite set of integers such as f�1;�3; . . . ;
�(2�=2 � 1)g, where � is the spectral efficiency measured in bits per
two dimensions.

The newly constructed rotated ZZZn-lattice constellations have been
simulated over an independent Rayleigh fading channel of the form

rrr = ggg � xxx+ nnn

where rrr = (r1; r2; . . . rn) 2 RRRn is the received vector,
nnn = (n1; n2; . . .nn) 2 RRRn is a noise vector, whose real com-
ponents ni are zero mean, N0=2 variance Gaussian distributed
independent random variables, ggg = (g1; g2; . . . gn) 2 RRRn are the

Rayleigh distributed random fading coefficients with E[g2i ] = 1, and
� represents the component-wise product.
Performance of Zn;L depends on its modulation diversity L and its

minimum product distance dp;min. Best minimum product distance lat-
tices among the families we considered are summarized in Table IV. A
few observations are appropriate at this point. When both cyclotomic
and cyclic constructions are available in the same dimension we find
the same values for dp;min, suggesting that the same field is used. The
mixed construction yields a higher dp;min, only for n = 6.
For n = 3; 5; 9; 11; 15 ad hoc constructions were given in [5]

without the values of dp;min. Since they are based on the field
QQQ(�p + ��1p ), they have the same dp;min as our cyclotomic construc-
tion (see Theorem 1). For the case n = 2m given in [7], constructed
from the fieldQQQ(�8n+��18n ), our schemes result in higher dp;min, e.g.,
for n = 8 we find 0:28952001 against 0:26106844 and for n = 16
we find 0:19361370 against 0:18064760.
Figs. 6 and 7 show the bit-error rates of the rotatedZZZn constellations

for � = 2 and for the cyclotomic and cyclic constructions. For compar-
ison, the performance of a standard component interleaved quaternary
phase-shift keying (QPSK) over Gaussian and Rayleigh fading chan-
nels is reported in the figures. We can observe how the bit-error rate
performance over Rayleigh fading channel approaches the one over
the Gaussian channel as the diversity increases. Clearly, this gain is
obtained at the expense of a higher decoding complexity due to the
greater lattice dimension [9], [14], but no extra bandwidth is used.

VIII. CONCLUSION

In this correspondence, we constructed two families of full-diversity
rotated ZZZn-lattices using the theory of ideal lattices: one based on cy-
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Fig. 6. Cyclotomic construction with QPSK.

Fig. 7. Cyclic construction with QPSK.

clotomic fields, the other based on cyclic fields. We also provided a
way of combining the constructions in order to obtain some missing
dimensions.

The performance in terms of minimum product distance is clearly
given by means of explicit formulas related to the field discriminant.
The cyclotomic constructions give better results when compared to the
cyclic ones in the same dimension. The cyclotomic (n = (p� 1)=2),
cyclic (n = p) and mixed constructions enable to build a rotated

ZZZn-lattice for all dimensions. We gave explicit numerical values for di-
mensions from 2 to 30. Future work will involve the search for optimal
rotatedZZZn-lattices in terms of maximal minimum product distance and
constructions of maximum diversity complex ZZZ[i]n-lattices.
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Generalized Self-Shrinking Generator

Yupu Hu and Guozhen Xiao

Abstract—In this correspondence, we present a simple bit-stream gen-
erator. It is a specialization of shrinking generator and a generalization of
self-shrinking generator. We call it “generalized self-shrinking generator.”
The family of such generated sequences has a group structure. The correla-
tion between the sequences is quite good and the sequences themselves are
balanced. For each ,0 , nomore than1 2 of the sequences
have least periods less than 2 . No more than 1 4 of the sequences have
least periods less than 2 . There are two sequences with least periods of
2. There is no sequence with a least period such that 2 2.

Index Terms—Least period, -sequence, self-shrinking generator,
shrinking generator, stream cipher.

I. INTRODUCTION: DEFINITION AND SOME FACTS

Pseudorandom sequences have many applications in cryptography
(for example, stream ciphers) and communication engineering (for ex-
ample, code-division multiple access (CDMA)). The pseudorandom-
ness of a periodic sequence includes many factors, such as its least
period, its autocorrelation feature, its balance feature, its run distribu-
tion, etc. For stream cipher applications, another important factor for
information security, called linear complexity, should be considered. In
designing a periodic sequence for a stream cipher, an equally important
component is the ease with which it can be generated. For the sake of
pseudorandomness and simplicity, Coppersmith, Krawczyk, and Man-
sour [1] proposed a “shrinking generator.” Later, Meier and Staffel-
bach [2] proposed a “self-shrinking generator,” as a special case of the
“shrinking generator.” The definition of “self-shrinking generator” is
as follows.

Definition 1: [2] Let a = a0a1a2 . . . be anm-sequence on GF (2),
with the least period 2n � 1. Output ak if ak�1 = 1, or no output if
ak�1 = 0, k = 1; 3; 5; . . .. The output sequence b = b0b1b2 . . . is
called a self-shrinking sequence.

The self-shrinking sequence has many advantages in cryptography,
such as its simplicity for generation, balance, and period of no less than
2[n=2]. It is known that the linear complexity of a periodic sequence
is more than 2l�1 if its least period is 2l. This means that the linear
complexity of a self-shrinking sequence is more than 2[n=2]�1. Black-
burn [3] gave concrete results about the self-shrinking sequence’s linear
complexity. Some cryptanalysis of self-shrinking sequence were given
by Mihaljevic [4], Zenner, Krause, and Lucks [5], and Krause [6].
In this correspondence, we present the “generalized self-shrinking

generator.” This concept is a specialization of “shrinking generator”
[1], and a generalization of “self-shrinking generator” [2]. The family
of generalized self-shrinking sequences has a group structure and in-
cludes self-shrinking sequence as a special case. The correlation feature
between the two sequences is quite good except that one is the comple-
mented sequence of the other. All such sequences are balanced except
sequences “00 . . .” and “11 . . ..” For each k; 0 < k < n, no more than
1=2n�k of the sequences have least periods less than 2k . No more than
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