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the average frequency distribution

Havg(s) := (1=N)

N

i=1

H(s; i):

The behavior of the distributions for different values ofK is
discussed in Fig. 4. ForM = 9 andK = 12; 16; 20; 24 the average
frequency distributionHavg(s) (solid lines) and the approximation
Happ(s) (dashed lines) are compared to the Maxwell–Boltzmann
distributionHM-B(s) (dash-dotted lines). Here, the parameter� is
chosen so that the entropy is equal toK=8. Even for lowK the
approximationHapp(s) is very close to the true average frequency
distributionHavg(s). The approximation improves asK increases.
Unfortunately, the Maxwell–Boltzmann distributionHM-B(s) does
not provide a good estimate ofHapp(s). Shells with low index occur
less often than expected from the optimal entropy–power tradeoff.

Finally, in Table II the average energy�2a of the signal points in
V.34 are summarized. For a symbol rate of 3200 Hz, the true average
energy�2a (cf. (2)), the approximate energy�2a; app based onHapp(s),
and the energy�2a;M-B derived from the Maxwell–Boltzmann distri-
bution are given for all possible data rates and associated mapping
parametersK, M , and q [5, Table 10, expanded]. The underlying
signal constellation is specified in [5, Fig. 5]. Again, the exact calcu-
lation and the approximation are very close. Obviously, the energies
derived from the Maxwell–Boltzmann distribution underestimate the
actual energies as they are lower bounds. The approximation (13)
provides much better results.

IV. CONCLUSIONS

In this correspondence, a simple but general method for the
calculation of the frequencies of the shells in shell-mapping schemes
was derived. As an example, the method was shown in detail for the
shell-mapping scheme specified for the international telephone-line
modem standard ITU Recommendation V.34. The method starts with
partial histograms that give the number of occurrences of shells within
all possible combinations ofn-tuples of shells with some fixed total
cost. These histograms can be calculated easily using the generating
functions that are needed in the encoder in any case. Then, the shell-
mapping encoder is run with a specific input, namely, the maximum
K-tuple. To each step of the encoding procedure a partial histogram
can be assigned. Summing up these parts yields the final histograms.
Thus the calculation has approximately the same complexity as the
mapping encoder itself. With the knowledge of the frequencies of
shells, the exact average transmit power can be calculated. Numerical
examples are given for V.34.
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A Universal Lattice Code Decoder for Fading Channels

Emanuele Viterbo,Member, IEEE, and Joseph Boutros,Member, IEEE

Abstract—We present a maximum-likelihood decoding algorithm for an
arbitrary lattice code when used over an independent fading channel with
perfect channel state information at the receiver. The decoder is based on
a bounded distance search among the lattice points falling inside a sphere
centered at the receved point. By judicious choice of the decoding radius
we show that this decoder can be practically used to decode lattice codes
of dimension up to 32 in a fading environement.

Index Terms— Maximum-likelihood decoding, modulation, lattices,
wireless channel.

I. INTRODUCTION

Lattice codes are used in digital transmission as high-rate signal
constellations. They are obtained by carving a finite number of points
from an n-dimensional lattice in the Euclidean spaceRRRn. For the
basic notations in lattice theory the reader can refer to [1]. Maximum-
likelihood (ML) decoding of a lattice code used over an additive white
Gaussian noise (AWGN) channel is equivalent to finding the closest
lattice point to the received point. Many very efficient algorithms
are now available for ML decoding some well-known root lattices
[1]. Several Leech lattice decoders have been proposed with an
ever-improving efficiency; a review of these decoders can be found
in [2]. The above algorithms are strictly dependent on the special
structure of the lattice being decoded (e.g., its being a binary lattice).
Other algorithms for general nearest neighbor encoding in vector
quantization are valid for any unstructured codebook. They do not
take full advantage of the lattice structure which is useful for large
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Fig. 1. Geometrical representation of the sphere decoding algorithm.

bit-rate applications [3]. As we will see in the following, when dealing
with lattice codes for the fading channel we are faced with the
problem of decoding a totally arbitrary lattice given its generator
matrix.

Recent work on multidimensional modulation schemes for the
fading channel show how to construct lattice codes well adapted for
such a channel [4]. These lattice codes are effective because they
present a highmodulation diversityL, i.e., any two code vectors
always differ in at leastL coordinates.

In the case of independent fading channels, with perfect channel
state information (CSI) given to the receiver, ML decoding requires
the minimization of the following metric:

m(xxx j rrr; ) =

n

i=1

jri � �ixij2 (1)

where rrr = ��� � xxx + nnn is the received vector. The noise vector
nnn = (n1; n2; � � � ; nn) has real, Gaussian distributed independent
random variable components, with zero mean andN0 variance. The
random independent fading coefficients��� = (�1; �2; � � � ; �n) have
unit second moment and� represents the component-wise product.
xxx = (x1; x2; � � � ; xn) is one of the transmitted lattice code points.

The lattice points can be written as the setfxxx = uuuMg, where
M is the lattice generator matrix corresponding to the basis
fvvv1; vvv2; � � � ; vvvng and uuu = (u1; � � � ; un) is the integer component
vector to which the information bits are easily mapped. Signal
demodulation is assumed to be coherent, so that the fading
coefficients can be modeled, after phase elimination, as real random
variables with a Rayleigh distribution. In practice, a component
interleaver is needed to obtain the desired independence of the
fading coefficients�i.

The algorithm proposed in this correspondence enables to find the
closest point of the lattice constellation in terms of metric (1) and
practically solves the docoding problem at least for dimensions up
to 32.

II. THE SPHERE-DECODER ALGORITHM

We consider first the Gaussian channel case so that we can assume
�i = 1; i = 1; � � � ; n. To the authors knowledge the following
algorithm was first presented in [6] and further analyzed in [7] and
[8]. We report here a simple derivation of the algorithm which can
then be easily implemented using the flow chart of Fig. 2.

The lattice decoding algorithm searches through the points of the
lattice� which are found inside a sphere of given radius

p
C centered

at the received point, as shown in Fig. 1. This guarantees that only
the lattice points within the square distanceC from the received point
are considered in the metric minimization.

In the following, it is useful to think of the lattice� as the result
of a linear transformation, defined by the matrixM : RRRn ! RRRn,
when applied to the cubic latticeZZZn.

The problem to solve is the following:

min
xxx2�

krrr � xxxk = min
www2rrr��

kwwwk (2)

that is, we search for the shortest vectorwww in the translated lattice
rrr � � in the n-dimensional Euclidean spaceRRRn.

We write xxx = uuuM with uuu 2 ZZZn; rrr = ���M with ��� =
(�1; � � � ; �n) 2 RRRn, andwww = ���M with ��� = (�1; � � � ; �n) 2 RRRn.
Note that��� and ��� are real vectors. Then we havewww = n

i=1
�ivvvi,

where�i = �i � ui; i = 1; � � � ; n define the translated coordinate
axes in the space of the integer component vectorsuuu of the cubic
lattice ZZZn.

The sphere of square radiusC and centered at the received point
is transformed into an ellipsoid centered at the origin of the new
coordinate system defined by���

kwwwk2 = Q(���) = ���MMT ���T = ���G���T =

n

i=1

n

j=1

gij�i�j � C: (3)

Cholesky’s factorization of the Gram matrixG = MMT yields
G = RTR, whereR is an upper triangular matrix. Then

Q(���) = ���RTR���T = kR���T k2 =
n

i=1

rii�i +

n

j=i+1

rij�j

2

� C:

(4)

Substituting qii = r2ii for i = 1; � � � ; n and qij = rij=rii for
i = 1; � � �n; j = i + 1; � � � ; n; we can write

Q(���) =

n

i=1

qii �i +

n

j=i+1

qij�j

2

� C: (5)

Starting from�n and working backwards, we find the equations of
the border of the ellipsoid. The corresponding ranges for the integer
componentsun and un�1 are

� C

qnn
+ �n � un � C

qnn
+ �n

� C � qnn�2n
qn�1;n�1

+ �n�1 + qn�1;n�n

� un�1 � C � qnn�2n
qn�1;n�1

+ �n�1 + qn�1;n�n

wheredxe is the smallest integer greater thanx andbxc is the greatest
integer smaller thanx. For theith integer component we have

� 1

qii
C �

n

l=i+1

qll �l +

n

j=l+1

qlj�j

2

+ �i +

n

j=i+1

qij�j

� ui � 1

qii
C �

n

l=i+1

qll �l +

n

j=l+1

qlj�j

2

+ �i +

n

j=i+1

qij�j : (6)

The search algorithm proceeds very much like a mixed-radix
counter on the digitsui, with the addition that the bounds change
whenever there is a carry operation from one digit to the next. In
practice, the bounds can be updated recursively by using the following
equations:

Si = Si(�i+1; � � � ; �n) = �i +

n

l=i+1

qil�l

Ti�1 = Ti�1(�i; � � � ; �n) = C �
n

l=i

qll �l +

n

j=l+1

qlj�j

2

= Ti � qii(Si � ui)
2:
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Fig. 2. Flowchart of the lattice decoding algorithm with fading. The function Q-Chol computes theqij terms of (5).

When a vector inside the sphere is found, its square distance from
the center (the received point) is given by

d̂
2 = C � T1 + q11(S1 � u1)

2
:

This value is compared to the minimum square distanced2 (initially
set equal toC) found so far in the search. If it is smaller then we
have a new candidate closest point and the search continues like this
until all the vectors inside the sphere are tested.

The advantage of this method is that we never test vectors with a
norm greater than the given radius. Every tested vector requires the
computation of its norm, which entailsn multiplications andn � 1
additions. The increase in the number of operations needed to update
the bounds (6) is largely compensated for by the enormous reduction
in the number of vectors tested especially when the dimension
increases.

In order to be sure to always find a lattice point inside the sphere we
must select

p
C equal to the covering radius of the lattice. Otherwise,

we do bounded distance decoding and the decoder can signal an
erasure whenever no point is found inside the sphere. A judicious
choice ofC can greatly speed up the decoder. In practice, the choice
of C can be adjusted according to the noise varianceN0 so that the
probability of a decoding failure is negligible. If a decoding failure
is detected, the operation can either be repeated with a greater radius
or an erasure can be declared.

The kernel of the universal decoder (the enumeration of lattice
points inside a sphere of radius

p
C) requires the greatest number

of operations. The complexity is obviously independent from the
constellation size, i.e., the number of operations does not depend
on the spectral efficiency of the signal constellation.

The complexity presented in [7] shows that ifd�1 is a lower
bound for the eigenvalues of the Gram matrixG, then the number
of arithmetical operations is

O n
2 � 1 +

n� 1

4dC

4dC

: (7)

For a fixed radius and a given lattice (which fixesd), the complex-
ity of the decoding algorithm is polynomial. We would like to notice
that this does not mean that the general lattice decoding problem is
not NP-hard. In fact, it is possible to construct a sequence of lattices
of increasing dimension with an increasing value of the exponentd.

When we deal with a lattice constellation, we must consider the
edge effects. During the search in the sphere we discard the points
which do not belong to the lattice code; if no code vector is found
we declare an erasure. The complexity of this additional test depends
on the shape of the constellation. For cubic-shaped constellations it
only entails checking that the vector components lay within a given
range. For a spherically shaped signal set it is sufficient to compute
the length of the code vector found in the search sphere in order to
check if it is within the outermost shell of the constellation.

III. T HE SPHERE DECODER WITH FADING

For ML decoding with perfect CSI at the receiver, the problem is
to minimize metric (1). LetM be the generator matrix of the lattice
� and let us consider the lattice�c with generator matrix

Mc =M diag (�1; . . . ; �n)

We can imagine this new lattice�c in a space where each component
has been compressed or enlarged by a factor�i. A point of �c can
be written asxxx(c) = (x

(c)
1 ; � � � x(c)n ) = (�1x1; � � ��nxn). The metric

to minimize is then

m(xxx j rrr;���) =
n

i=1

ri � x
(c)
i

2
:

This means that we can simply apply the lattice decoding algorithm
to the lattice�c, when the received point isrrr. The decoded point
x̂̂x̂x(c) 2 �c has the same integer components(û1; � � � ; ûn) as x̂̂x̂x 2 �.

The additional complexity required by this decoding algorithm
comes from the fact that for each received point we have a different
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Fig. 3. Performance of the rotated latticeZZZ24;12.

compressed lattice�c. So we need to compute a new Cholesky
factorization of the Gram matrix for each�c, which requiresO(n3=3)
operations. We also needM�1

c = diag (1=�1; � � � ; 1=�n)M
�1 to

find the �i’s, but this only requires a vector-matrix multiplication
sinceM�1 is precomputed. The complete flowchart of the algorithm
is given in Fig. 2.

The choice ofC in this case is more critical. In fact whenever
we are in the presence of deep fades then many points fall inside
the search sphere and the decoding can be very slow. This is also
evident from the fact that the Gram matrix of�c may have a very
small eigenvalue which gives a large exponentd in (1). This problem
may be partially overcome by adaptingC according to the values of
the fading coefficients�i.

Fig. 3 shows the performance of the rotated lattice constellation
ZZZ24;12 on the Rayleigh channel with a spectral efficiency of 2
bits/dimension. This lattice is a rotated version of the cubic lattice
in dimension24 with a diversity order equal to12 given in [5]. For
all rotated cubic lattices in [5], we can set the search radiusC = 1
and thus the enumeration complexity increases asO(n6) if we do
not take into account the fading.

Fig. 3 compares the performance of theZZZ24;12 constellation to
the 16-QAM on a Gaussian channel which has the same spectral
efficiency. We observe that such a high modulation diversity can bring
the bit error rate within 2 dB from the Gaussian channel’s curve. To
show the effectiveness of rotated constellations with respect to other
TCM schemes especially designed for the fading chennel, we have
also plotted the bit-error rate of the optimal 64-state TCM over an
8-PAM signal set. We recall that the asymptotic slope of the error
curve reflects the diversity order of the coding scheme. Then, we
observe that the diversity of the TCM scheme is much lower than
the one of the rotated constellation.

IV. CONCLUSION

Decoding arbitrary signal constellations in a fading environment
can be a very complex task. When the signal set has no structure
it is only possible to perform an exhaustive search through all

the constellation points. Some signal constellations, which can be
efficiently decoded when used over the Gaussian channel, become
hard to decode when used over the fading channel since their structure
is destroyed. Fortunately, for lattice constellations this is not the case
since the faded constellation still preserves a lattice structure and only
a small additional complexity is required. The algorithm we presented
was successfully run to simulate systems using lattice constellations
of dimensions up to32 which seem to be sufficent to approach the
performance of the Gaussian channel when dealing with a Rayleigh
fading one.
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