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Abstract—Using asymptotic analysis, we study the effect of CDMA systems where the assignment of spreading sequences
frequency-flat fading on code division multiple access (CDMA) to the users is pseudorandom (this is the case of the uplink of
systems with linear receivers and random spreading sequences.. rrent CDMA systems like 1S-95 or UMTS/IMT2000 [5]).

Specifically, we let the number of users grow without bound, while . . . ) .
the ratio of number of users to spreading sequence length is kept Beyond its theoretical beauty, this method is useful since the

fixed to a value .. We treat separately the cases of slow fading Performance of actual (finite dimensional) systems converges
(nonergodic channel) and of fast fading (ergodic channel). For the quickly to the infinite-dimensional asymptotics, which depend
former channel, we derive the outage probability, while for the only on fundamental system parameters such asytsiem load
latter, we compute the channel capacity. In both cases, multiple (users per chip), the statistics of theceivedsignal-to-noise

classes of users with different qualities of service are dealt with. . . .
Asa — oo, the system throquhput tends to the same limit of 'atio (SNR) and the constraints on thnsmit power, thus

1.44 bit/symbol as for the nonfading channel with both single-user Making analysis independent on the system fine-tuning charac-
matched filter (SUMF) and linear minimum mean-square-error  teristics, like the assignment of spreading sequences.

(MM_SE) receivers. The_ outage prot_)ability exhibits_a floor for all Independent and parallel work on CDMA systems with
o with the SUMF receiver, while with MMSE receiver the floor fading can be found in [6], [17], [16], and [19]. In [6], the

is present only forx > 1. We also address the tradeoffs involved . L

in the allocation of available bandwidth between spreading and rar?dom-sequences asymptouc a”a'YS'S 'S, usgd to charac-
coding. terize the performance of linear receivers with linear MMSE
data-aided channel estimation, both in flat and in multipath
channels. The problem of optimal (centralized) power alloca-
tion maximizing the system throughput for an optimal joint
detector is solved in [17]. Finally, [16] and [19] present system

. INTRODUCTION throughput and outage probability analysis for linear and

E EXAMINE a synchronous code division mu|tip|eoptimal receivers with and without power control, and derives
Waccess (CDMA) single-cell system with error-controindependently the same power control strategy of [17] for the
coding, operating on a channel affected by frequency-flﬁf’tima| detector. Among the other works in this area, we cite
fading. The receiver consists of a linear front-endz, [7, and references therein].
either a single-user matched filter (SUMF) or a linear min- In this paper, we apply the approach of [13] to the case of
imum-mean-square error (MMSE) filter [14], followed byhnear receivers without power control. In the nonergodic case,
single-user decoding. The key performance measure here isfeSINR cumulative distribution function (cdf) yields immedi-
signal-to-interference plus noise ratio (SINR) at the output gfely the outage probability, i.e., the probability that the actual
the linear filter: users’ quality of service can be expressed #INR is below the SINR target. In this case, we show that the
terms of a target SINR [12]. We treat separately the cases@ttage probability of the SUMF recelver.exhlblts an error flpor
slow and fast fading, yielding nonergodic and ergodic channel@! large SNR and all channel loads, while the MMSE receiver
respectively. does not whenever < 1.

Our study is asymptotic, in the sense that the number of userdn the ergodic case, performance is given in terms of system
grows without bound, while the ratio of number of users tthroughput. Assuming that all users transmit “Gaussian codes,”
spreading-sequence length is kept fixed to a given valugne this is also determined by the SINR cdf [2]. In this case, we
spreading sequences are random. After the pioneering workSPW that asy — oo the system throughput with the SUMF
[13] and [15] (see also [9, and references therein]), the asyn%lq MMSE receivers tends to the same limit as for the non-
totic random-sequences approach emerged as a very powdfding chanqel with the same average SNR. We also showed
tool to characterize in many aspects the behavior of lar§eat there exists a threshold &} /Ny below which the MMSE

receiver does not provide any benefit over the SUMF in terms
of throughput maximization.
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(AWGN) channel, and should not be confused with the infosamplesy;. We shall consider either the single-user matched
mation theoretic capacity region of the multiple access chanfiger (SUMF) h; = s; and the linear MMSE
[4]).

The paper is organized as follows. After a description of the K = -
system model in Section I, we examine the outage probability h, = Z zrExsisy + Nol| - s1
of slow-fading channels in Section Il and the capacity of k=1
fast-fading channels in Section IV. The coding-vs.-spreadifghe SINR at the filter output is defined as

tradeoff is finally addressed.

g 2 vihi's
Il. SYSTEM MODEL K
Iy |2+ i [hils, |2
We consider the uplink of a single-cell, synchronous direct k=2

sequence (DS) CDMA system. Our model involvEsusers ) i
and random spreading sequences of lenftichips. As in Under the above assumptions, we have the following results

[13] and [15], we assume a large number of uséfs-& o) [13]: _ N
and K/L — « (a constant channel load as the length of the 1) The SUMF output SINR converges in probability for

spreading sequences increases to accommodatk theers). large K to

Since the system is synchronous, sufficient statistics for (op- 7

timal) detection of all users is provided by a chip-matched filter pr = ES (2)
sampled at the chip rate [we assume that the chip waveform 1+ Oé/o rdF,(z)

satisfies the Nyquist criterion [10] for no interchip interference,
so that the sequence of noise samples at the chip matched-filep) The MMSE output SINR converges in probability for

output is independent identically distributed (i.i.d.)]. The large K to the (unique) real nonnegative solution of the
received signalL-chip column vector corresponding to one equation
symbol interval is given by
B = — : 3
K 1+a/ Ldlﬂ,(aﬁ)
y= Z CrTLSE + 1 (1) o M - -’17/31
k=1
A. Distribution of the Output SINR
where
n complex circularly-symmetric  AWGN vector From (2), itisimmediately apparent that the SIKMRis pro-
~Ne(0, Nol); portional to~,. Similarly, since (3) depends only on the ratio
z;  complex modulation symbol of usér B1/7, this turns out to be a deterministic quantity. Thus, for

. . ; both SUMF and MMSE receivers, the SINR has, apart from
spreading sequence of uégemade of binary antipodal y '
b g2ed %0 y antip b2 scale factor, the same probability distribution as the fading
power gain.

Sk
chips+1/+/L generated at random with uniform pro
ability; and

¢ frequency-flat complex fading gain, which includes th

carrier phase shift of each user and remains constant ) N
over the time necessary to transmit a symbol. We may assume, following [13], that the users are partitioned

We assume that the base station receiver has perfect knowleffif2 7 classes, each clagsbeing characterized by a transmit
of all fading gains (the “channel-state information”) and that the R L';- We can think of thd’;s as the transmit SNRs deter-
demodulation is coherent. mined by some power-control mechanism, and of the faging
Userk is received with an instantaneous SNR = zI', &S Some channellattenuation thaF the power control is not aple
A to compensate, either because it is too fast (as for example with

where z;, = |cx|? is the fading channel “power gainl’;, = . . ) .
£, /Ny is thetransmitSNR andsy is the user transmit averageRayle'gh multipath) or because of inaccuracies in the power

energy per symbol. We assume thatfés— o the empirical control loop (as for example with residual shadowing [18]).
cdf of the received SNRs, defined by Each class hag; K users, wherg; is the fraction of users be-

longing to clasg (obviously,zjzlpj = 1). Moreover, we as-
sume that the fading gaing are i.i.d. (the fading statistics is the

More than One Class of Users

K .
. Al (z) = 1.
FUEO () al Z 1 < 2} same for all users) gnd n_orm_allzed so thet z dF.(z) = 1
v K — With these assumptions, it is immediate to see that
- . - J
(1{.A} the indicator functlo_n of t_he_eve_rA) converges almost F(z) = ijFZ(a:/Fj)
everywhere to the cumulative distribution functiéh(z). =

The receiver for user 1 (our reference user) is formed by a
linear filter h; producing the outpuy; = hi’y followed by a whereF () is the fading-gain cdf. Let user 1 belong to class
single-user decoder operating on the sequence of filter outpgcause of the uncompensated fading, user-1 SINR is a random
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variableg; ;. However, as shown in the previous subsection, tti®ns occurs with empirical probabilities arbitrarily close to their
ratio = 3;, 1/(I';2z1) is a nonrandom constant independent cftatistical probabilities. This ergodic behavior of fading makes
1. From (2), for the SUMF we obtain channel capacity be equal to the channel mutual informatien
eragedwith respect to the fading statistics (and maximized with

£ = 1‘] ) (4) respect to the input probability distribution).
T Flat, Slow Fading: The outage probability of the reference
1+ a;pjrj user is defined by
A J—
From (3), for the MMSE, we obtaiéi = £(™ as the solution of Pou =P(3 < ). )
the equation The value of3 may be chosen as follows [3]. For example, if
1 we use a nonideal code with rate bit/symbol achieving the
£= 7 - ®) target performance at a certalfy /Ny, we set3 = RE,/No.
14+ azpjpj/ LF dF.(z) If we consider instead an optimum code which operates at the
=1 1+ €l Shannon limit for a Gaussian channel and we want aikatken
we set
This solution is unique, real, and takes values in the interval [0,
1]. Moreover, if we rewrite (5) in the forrh = ¢(£), the iteration B=28_1. (8)
n+1 = g(&,) converges to the solution for any initial val
flg]l 9(&) g Y % Flat, Fast Fading: We assume that all users generate

We conclude that any usérbelonging to classhas (asymp- their code book according to a complex circularly-sym-
totically) SINR 3; . = z.1:¢ [whereg = &) or ¢ = £ metric Gaussian probability density function (pdf); hence, the
depending on the receiver employed]. Then, the SINR cdf f8fngle-user channel seen at the output of any user's receiving
all users is just given by the fading cdf after a scale change. " is an additive Gaussian noise channel, whose capacity is

users of class, it is given by o0
€ =Ellons(1+9)) = [ log(1+ D) dP. (o). (@)
Fi(x) = P(B;,1 < ) = Pz < /(D)) = Fi(w/(Ti€)). 0
(6) System ThroughputThe system throughpui is defined as
Moreover, the SINRs of different users are (asymptotically &alse total number of bit/symbol supported by the system. For
K — o0) statistically independent. large systems, it is possible to transmit close to one complex
symbol per second per Hz, and hence to expreissbit/s/Hz.
C. Methodological Preamble If all K users transmit at rat€, the system throughput is

Here we list a number of points that describe the rationale be- KC
hind the calculations that follow. We shall analyze a flat, slow- n=-— =aC (10)
fading channel for which the channel gain is constant for the ) )
whole duration of a code word, and a flat, fast-fading chann&f€ value of the channel load that yields maximum throughput
for which the channel gain varies considerably during the trariS-defined as
mission of a code word. The information-theoretic subtleties of
dealing with fading channels are thoroughly described in [2].
Roughly speaking, we can think of a slow-fading channel as
a compound channgl.e., as a collection of channels each of . SLOW-FADING CHANNEL
which is characterized by a fixed set of power gains. An in- - . )
ternal channel state process, independent of the input signalSutage probability for users of claés defined as the prob-
and of the noise, selects a particular channel in the compodylity that the SINR is below some threshold vafiiethat de-
and keeps this selection for the whole duration of a user cod&"ds on the coding scheme of clas#/e obtain
word. The channel state is known at the receiver and unknown at _ B,
the transmitters. Each channel in the compound has a well-de- Pow,i =P(Bix < 3;) = I <§1“7) : (11)
fined capacity but since the transmitters do not know the channel !
state realization, they might transmit at a rate above the capadgsuming Gaussian codes and minimum distance decoding at
of the actually selected channel. This event is cailédrma- the output of the receiving filter, each user can transmit with ar-
tion outage and its probability is thénformation outage prob- bitrarily small error probability at raté; , = logy(1 + f5; »)
ability. In this setting, the compound channel capacity is né8], for sufficiently large code block lengths. Then, in the ab-
larger than the minimum of the capacities of the channels in tRence of further specification of clasgser codes, it make sense
compound. If the infimum of the support of the fading prob&o define the coding rat&; bit/symbol for users in classand
bility distribution is zero (i.e., if there is a nonzero probabilitychoose the SINR threshold gs = 2% — 1.
that the channel gain is below any assigned positive threshold),
the capacity of the slow fading channel is zero. In the case Of
fast fading, the channel gain experienced during the transmisThe system outage capacity is the maximum achievable rate
sion of a code word varies sufficiently so that all fading realizainder a given power and outage probability constraints [2]. Here

A
Qopt = arg m(?x 7.

System Outage Capacity Region
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we extend the concept to the case of multiple classes and defgiece £(™ does not depend of) the solution for the above

asystem outage capacity region system (taken with equality) has the fol/p; = &, where
LetT = (T4, ..., I'y) be a vector of input SNR constraints s = 1/£(™), By substituting in (5) and solving fot, we obtain
¢ = (e, ..., €5) a vector of target outage probabilities, and 1
R = (Ry, ..., Ry) be avector of coding rates. We would like K= ¥
to find the setR C Ri of rate vectorR that can be assigned 1— O‘Z o
to theJ classes such that, fordl=1, ..., J Flp’“j
Pow,i < ¢ and T; <T;. (12) where
. . . ;A i Ty
We refer to the regiofR as the system outage capacity region My = / 1+ 20 dF.(z)
for the input and outage constraints specifiedbgnde. 0 ’
SUMF Receiver:Define provided that
A 2R 1 J
;= 13 s < 1
hi S ple e Re (@) = o) = @2 pit; <1 (16
J:

[which reduces tg; E (27 —1)/F1(¢;) whenF.(-) is strictly The resulting transmit SNR assignment (power control) is ob-
monotonic and continuous] and, by using (11) and (4), rewritained fromIl’; = ry; in the form

the outage constraint as I — i

.

r, _ »

— 2 i 1 O‘leﬂﬂj
p

J
1+a) p;l'; _
; By imposing the input constraidt;, < I'; foralli =1, ..., J,

we obtain the desired final result
The maximumgR; is achieved when the above inequalities are 7
satisfied with equality. The solution of the resulting system of / . i
) « s < omin (1 — = 5. 17
equations has the forii; /1; = , wherex does not depend on ;PMJ T<i<s r; (@7)

1. Solving forx we obtain
Effective Bandwidth:Equations (15) and (17) are the gener-

1 alization to the case of slow (nonergodic) fading of the system
B J capacity equations found in [13] in the case of no fading. Inter-
1- Oéijuj estingly, the outage constraint and the presence of fading yield
=1 formally the same constraints for the fractiomg; of classi
users per system degree of freedom. In analogy with [13], we
define the effective bandwidtB; of class: users as the amount
J of degrees of freedom consumed in order to supportiateith
o ijuj <1. (14) outage probability;. By rewriting (14) in the form
j=1

K=

provided that

J

> (K < L

The resulting transmit SNR assignment (power control) is ob- —
j=1

tained froml’; = ru; in the form
for the SUMF receiver, we have

I, = M B = pu.
L= a;pjuj Similarly, by rewriting (16) in the form
By impo_sing the in_put c_onstraiﬂiti <T;foralli=1,...,J, i:(ij)ug <L
we obtain the desired final result =1
azj:pxux < win {1 ~ &} 15) for the MMSE receiver, we have
pst IR =g L BI™ = 4.

MMSE Receiver:By using (11) and (13), rewrite the outageObvioust,Bi(S) > Bi(m) andBi(m) < 1. For very high quality
constraint as of service (large rates and/or small outage probabilitied)e-
comes large. We observe that, with SUMF receiver, clasgers

e > p,. may require an unbounded number of degrees of freedom, while



BIGLIERI et al. HOW FADING AFFECTS CDMA 195

with MMSE receiver they will require at most one degree of With the SUMF receiver, sinclmr_,.. &) = a1, the

freedom, as in the absence of fading [13]. outage probability floor is

B. Outa-ge Probability Flogr and Near—Far Resistance o 1-Q [0 (= + 101log;[(2% — 1)al)] (19)
Consider the case of a single class, and neglect for simplicity

the class index. The outage probability is given By, = for any value ofa.

F.(B/(&D)). AsT" — oo, for the SUMF receiver, we have The outage probability, as well as its floor, is illustrated in

Fig. 1, obtained by plotting,..; versusE; /Ny with the MMSE
and SUMF receiversy = 0.2, 0.5, 0.8, 1, 1.2, 1.5, 3 = 28 —
_ 1 with ratesk = 1 and 2 bit/symbol, and log-normal fading with
Therefore, the outage probability has a flootFg{a3) for all  shadowing factor [11} = 2 and 8 dB. The outage probability
a > 0. Thisis a consequence of the fact that COMA with SUMRgegrades, as expected, by increasing eiffer, or o, which

reception is interference-limited, and because of fading, thergdsyresent the user rate, system load, and shadowing level, re-
always a nonzero probability that some interferer is so stroggectively.

rlim £ =1/a.

that drives the SINR below the target threshold. _ Fig. 2 shows the outage capacity region with SUMF and
With an MMSE receiver, if we lel' — oo in (5), we obtain  \MSE receiver in a system with two user groups: the first one

the equation has 90% of the users transmitting with an outage probability
¢lm) 0.1 and a SNR of; = 10 dB; the second one has 10% of the

v e £m) users transmitting with an outage probability 0.01 and a SNR

of 'y, = 13 dB. The channel statistics are log-normal with

This has a positive solution fgf™ if and only if « < 1 [recall l0g-standard deviatios = 2 dB, anda = 0.2, 0.5, 1, and 2.
thato < £0™ < 1], otherwiseé(™ = 0 is the only solution.
We conclude that, ifr < 1 thenlimp_, ., Pyt = 0 (N0 outage IV. ERGODIC FADING
probability floor), otherwise there is an error floor. This is a con- . . .
sequence of the fact that the MMSE receiver is near—far resistangons.Ider aga'd classes o‘.c USErs. From.(g), the ratg at Wh'Ch
(i.e., not interference-limited) if the user spreading sequenc%%'?c'er n clgss can communicate reliably in an ergodic-fading
are linearly independent, and that with sufficiently long randohf9'Me 1S given by
sequences linear independence is achieved with arbitrarily large o
probability if « < 1 and with arbitrarily small probability if R, = / log, (1 + z£T;) dF.(x) (20)
o > 1[14]. 0

Example 1:Assume for the fading gains a log-normal ) )
distribution with log-standard deviationdB (the “shadowing Where§ = ¢ ore = ¢ depending on the linear re-
factor”) and mean valuE[+] = 1. Letting (=) él/(l“—1+a), ceiver employed. We w:_':mt to determine the se_t of rates
for the SUMF, we get R = (&4, ..., R;) achievable by the system with input

constraintl’ < T, load «, and fractiong, ..., p; of users
PL=1-0Q [0—1 (uz +10log,, [(23 _ 1)/5(.@)})} belonging tg clgosse]s R . o
Let f(y) = [, logo(1+xy) dF.(x). This function is mono-
whereQ(x) 2 P(N(0, 1) > x). For the MMSE, we obtain the ;_onlcally increasing foy > 0. Next, foralli = 1, ..., J, de-
equation ine
p vi 2 fHR)
n/B=T"t+aE, | ——| (21/8 18 v e
afp=r7wal |2 em as

The solution of the rate equations (20) with respect toltje

which can be solved iteratively through the recursion has the form

1 z
Sn =T + ok [m} Snfl £F7 =
100’X/10 . . .
=T !4 aEyx { — ,TX/w} En_1 i.e.,I';/1; = 1/, a constant independent of
§n—1101:/10 1+ 10 , We can now see that the problem we are dealing with here is
g Lg X /°° e /2 e formally identical to that solved in previous section and leading
V2r T ) e & 110(ra—o)/10 ] to the outage capacity region: thus, power control, capacity, and

] o o effective bandwidth formulas in the ergodic case can be obtained
where X ~ N(0, 1), with the initial valueg, = 1. This itera- - gjmp|y py replacing; for y; in the results for the outage ca-
tion converges tdim,, ... £, = z1//3. The computation of the n4city Explicitly, for the SUMF receiver, we have
outage probability reduces to determining the cumulative distri-

bution function of a log-normal variates:

J
P =1-Q [0 (e + 1010g,, [(27 - 1)76™)]. E=1- a;pﬂ/j
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MMSE vs SUMF: R = 1 bit/symbol, = (.2 .5.811.215),6=2dB
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Fig. 1. Outage probability with MMSE (dashed) and SUMF (solid) for rdtes 1 and 2 bit/symbolg = 2 and 8 dB, andv = 0.2, 0.5, 0.8, 1, 1.2, 1.5.
provided that where
J A [ v
/ J
v, = ———dF.(x
o E pjv; < L J /0 1+ 2y =(@)
j=1
o provided that
The power-control equation is
V; J
T
li=——" aE piv; < 1.
—
l-«a E DV J
g=1 The resulting power-control equation is
and, by imposing_ the input cpns_traiﬁt _g T; foralli = o v;
1, ..., J, we obtain the capacity inequality v J ’
— 1/
J 11—« E Piv;
. Vi J=1
« < min 1 — — 5. 21
Z_:lpjj—léiéj{ Fi} (21) B
= By imposing the input constraidt, < I'; foralli =1, ..., J,
For the MMSE receiver, we obtain we obtain the capacity inequality
J
— Y4
E=1—-« E DV
Jj=1

J
o E piv; <
=1

. v
min {1 ——5.
1<e<J I

(22)
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Two user groups capacity region (SUMF + MMSE) 18

Fig. 2. System outage capacity regions with two user groups. The first one h
90% of the users transmitting with an outage probabifity, ; = 0.1 and a
SNRT; = 10 dB; the second one has 10% of the users transmitting with ai
outage probability?,... . = 0.01 and a signal-to-noise ratid, = 13 dB. The
channel statistics are log-normal with log-standard deviatios 2 dB, and
a = 0.2,0.5,1and 2.

The effective bandwidth is given by

197
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Fig. 3. Capacity of MMSE (dashed) and SUMF (solid) (bit/symbal)=
0.5, 1, 1.5.

Two user groups average capacity region (SUMF + MMSE)

BZ(S) =V 4
for the SUMF and by
(m) _ — SUME
B, =v; -=- MMSE
for the MMSE. 7
Example 2: Assume Rayleigh fading, i.ef.(z) = (1 —
exp(—x))u(zx). From (9), we have
3 4 5 6
R
C = MEDEi(1, 1/(£1)) logy ¢ (23) ‘
Fig. 4. System capacity regions with two user groups. The first one has 90%
where of the users transmitting with a SNR 10 dB; the second one has 10% of the
users transmitting with a SNR 13 dB. The channel statistics are Rayleigh, and
A oo ,—wt a = 0.2,05,1, and 2.
Ei(1, z) 2 / ot
1

A. System Throughput

and¢ = £ or ¢ = ¢0™) depending on the receiver used.

Fig. 3 shows the capacity curves for SUMF and MMSE as L8t¢ = £1/z1 andl’ = REy/No. Then, (2) and (3) can be
a function of E, /N, for different values ofe with Rayleigh ewritten in the form

fading. With the SUMF, the capacity is bounded foralwhile

with the MMSE it is bounded only fai > 1 (interference-lim-

ited condition). Fig. 4 shows the system capacity regions with
SUMF and MMSE receiver in a system with two user groups:
the first one has 90% of the users transmitting with a SNR 10
dB, and the second has the remaining users with a SNR 13 dB.

(24)
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whereR(¢) = Ellog,(1 + £2)] and where
E[] SUMF

(&)= E[ z } MMSE.
14 2£

By rearranging the terms in (24), we can express directly tf
throughputy as a function of, namely

_ 1RO 1
TTWH|TE T BN

L 4+

(25)

AssumingE|[z] = 1, we have that

limn = |log, e — ——— 26
g_)on | 82 Eb/NO ( )

I+

0.7

06 7

0.3

02

0.1

_. MM

— SUMFE/N,=T4dB
........ MMSE E/N, = 1.4 dB
o SUMFE)NJ= 408

E E /N, = 4.0dB

0.5 1

2.5 3

3

35 4.5

] ) - Fig.5. Qualitative behavior of as a function offorE;,/No below and above
which is positive forE;, /Ny > log2 = —1.59 dB. Moreover, the threshold, for SUMF and MMSE.

from (24) and from the fact that = aR(€), itis immediate to
see that’ vanishes a& — . Then, for both the SUMF and
the MMSE receivers, we have that (26) is also the limit éér
large channel load: (this limit is the same as for a nonfading
channel [15]).

The functionn(€) defined by (25) is nonincreasing for all
L, /N, for the SUMF. This implies that the maximumwith
SUMF reception is obtained fer — oc and vanishing per-user
rate R(£) — 0. With MMSE receptiony(£) is nonincreasing
for E,/No < (Ey/No)wn, While it has a maximum for positive
¢ for Ey/No > (Ey/No)iw Where(E,/Ny)y, is a threshold
value (the same behavior is noticed in a nonfading channs
[15], [3]). Remarkably, forE, /Ny < (Ey/No)iw, the system
throughput is maximized by — oc. Therefore, there is no
point in using a MMSE detector since the same maximur
throughput is achieved by the SUMF detector. We can calcula
explicitly the value of £, /Ny )., by solving the inequality

an(&)

>0

Glot) and n(a) [bit/siHz]

1.25

0.4r

0.2

E/Ny=1dB

T

P s sbaantmanie el de i s g

T 7
— SUMF - Rayleigh
— - MMSE - Rayleigh
—— SUMF - AWGN

—+— MMSE - AWGN ||

aé’ = Fig. 6. Plot ofC'(«)—monotonically decreasing curves—am@y) vs. « for
£=0 the MMSE (dashed) and SUMF (solid) receiver f6¢/ N, = 1 dB.

For all fading distributions withE[z] = 1, we obtain
(Ey/No)uw = 2log2 = 1.41 dB (the same value as for a
nonfading channel [3]). Fig. 5 shows the qualitative behavior ¢
7 as a function oE’ for F,/Ng below and above the threshold,
for SUMF and MMSE. Figs. 6 and 7 show bathandn vs. «
at E,/No = 1 dB and 6 dB, respectively, for Rayleigh fading

4

3.5

3

and a channel with no fading. The presence of a maximuL

throughput for finiteaw when £,/Ny > (E,/No)u, for the
MMSE receiver is clearly visible.
Fig. 8 shows the system throughput optimized with respe

to « as a function ofE; /Ny, for the SUMF and MMSE re- =

15k

nd (o) [bit/s/Hz

I
12

N

ceivers, for Rayleigh fading and no fading (analogous resul”

are shown in [16], [19] also for other types of receivers witt
different power control strategies).

Finally, Fig. 9 shows the behavior of,,, as a function of
E, /Ny for the MMSE receiver with and without Rayleigh
fading. AsE, /Ny — (Ey/Nop)w from the right,c,,;,: diverges.

In the rangelog2 < E,/Ng < 2log2, aepe — oo and

1

0.5

0

E/N,=6dB

T

SUMF — Rayleigh
MMSE - Rayleigh| |
SUMF - AWGN
MMSE - AWGN

0

MMSE reception is useless for the sake of maximizing thgg 7. Plot ofC(a)—monotonically decreasing curves—angh) vs.a for
throughput. Notice that,,, exhibits a minimum (this occurs the MMSE (dashed) and SUMF (solid) receiver fr/ N, = 6 dB.
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Optimal n vs E/N, (d8)
T

fading, and for largex the benefit of this effect is larger than the

S— T

| —— Rayleigh - MMSE )L : 0 degradation due to the fading of the useful signal component.
asf|Z-=  AWGN-MMSE |- - AR
AWGN/Rayleigh - SUMF

B. Spreading-Coding Tradeoff

We use the above analysis to dimension a nonasymptotic
CDMA system with total bandwidth4’, user information
bit-rate R, and transmit poweP. The energy per bit is given
by E, = P/R, and the bandwidth expansion is given by
W/R,. Since P, W and R, are system constraints and we
assumelNy given, both E, /Ny and W/R, are fixed. The
bandwidth expansion should be apportioned between spreading
and coding, so thal /R = W/R,, whereR is the user coding
rate, expressed in information bits per symbol, dnds the
I 20 spreading factor, expressed in dimensions per symbol. By

optimal spreading-coding trade-off, we mean to dimension
Fig.8. Optimal system throughpigt,.. versusi, /N, for SUMFandMMmsg  the system so thaj is maximum, i.e., seleck = aqp and
receivers: AWNGN and Rayleigh fading channel. R = Claspt). As a consequence, the optimized spreading gain
Optiml K0 v E, N, (48) it MMSE recaer is obtained ad. = (W/R;,)C(wopt). FOr a system based on
50 ‘ ‘ , SUMF, the system throughput is maximized for— oc. This
EW&“‘&?“ implies a very large number of users, each of which transmit-
ting at a low coding rate. In this case, as it is well-known, the
4 whole bandwidth expansion should be devoted to (low-rate)
coding, while devoting a minimum amount of spreading to
acquisition and synchronization [18]. On the contrary, for a
. system equipped with an MMSE receiver, we observe that for
Ey/Ny > (Ey/No)ww there is a finiteay,:, otherwisewy, is
infinite and SUMF is good enough.
) Example 3: Consider a system with parametéié = 4
MHz, R, = 16 kb/s andFE,/Ny = 6 dB (these figures are
7 inspired by UMTS [5]). From Fig. 7, we see that with MMSE
Gopt =~ 1.3 and C(agpy) &~ 1.2. This yieldsL = 300 and
K = 390. A coding rate of 1.2 bit/symbol can be approxi-
<= mated, for example, by binary turbo coding of rate 4/7 concate-
\ nated with QPSK, or binary coding of rate 3/7 concatenated with
i #  8PSK, where efficient implementations for binary coding rates
4/7 and 3/7 can be obtained by suitably puncturing mother codes
Fig. 9. «aop versusE;/N, for the MMSE receiver: AWGN and Rayleigh of ratel/n [1]. Practical system values with conventional tech-
fading channel. niques areL. = 256 and K < 100 [5]. Therefore, numbers
) _ ~ provided by asymptotic analysis appear quite realistic and, in
at £y /No ~ 10 and~18 dB for no fading and Rayleigh fading, hassing, show the potential benefit of linear interference rejec-

respectively). This behavior can be explained by noting that fggn, techniques and powerful channel coding, at least in the case
low Ey/No, the MMSE receiver approaches the SUMF [noisg an isolated cell.

dominates multiple access interference (MAI) in this case],
and the system throughput is maximum wheris large. For
high E, /Ny, the MMSE receiver approaches the decorrelating
detector [14] (this is the optimal linear receiver in the absenceln this paper, we examined a CDMA system operating on
of noise), and system throughput is maximum for— 1. a channel affected by frequency-flat fading. The receiver con-
Moreover,cc must tend to one from below, since for lafjeve sists of either a SUMF or an MMSE filter. The cases of slow
geta ~ 1 — &0 with £€0) < 1. Then, by continuityey must  and fast fading have been considered separately, yielding non-
have a minimum for somé&}, /Ny > 2log2. ergodic and ergodic channels, respectively. In the nonergodic
As far as the effect of fading on the system throughput tase, we studied the outage probability and the system outage
concerned, Rayleigh fading always decreases throughput wédpacity. In the ergodic case, performance was expressed in
the SUMF, while for largex and MMSE detection it provides aterms of system throughput and system capacity. Among our
modest throughput increase. This can be interpreted as a sofftrafings, we showed that, in a slow-fading regime, the outage
implicit “load control” operated by fading (see [16], [19]): theprobability of the SUMF receiver exhibits an error floor for large
fraction of relevant interferers per chip is actually smaller tha®NR and all channel loads, while the MMSE receiver does not
« because some users experience deep fading. The dimensiafanevery < 1. Also, we showed that, in a fast-fading regime
crowding problem of the linear MMSE receiver is alleviated bgsa — oo, the system throughput with SUMF and MMSE tends

10
E,/N, (I5)

45

V. CONCLUSION
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to the same limit as for the nonfading channel with the same ¢
erage SNR. Moreover, we showed that there exists a thresholq
E, /Ny below which the MMSE receiver does not provide an
benefit over the SUMF in terms of throughput maximization. F
nally, we have addressed the tradeoffs involved in the allocati
of available bandwidth between spreading and coding, and
showed that the asymptotic analysis based on random sprea
sequences gives actually meaningful and easy-to-compute
sults and may serve as a tool to dimension practical finite-Sigg tessor with the Dep
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