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ABSTRACT

TCP performance enhancement in wireless
access networks is an important ongoing area of
research. It is known that the hostile nature of
the wireless channel and the mobile nature of
wireless users interact adversely with standard
TCP congestion control mechanisms [1], causing
a drastic reduction in throughput. This article
surveys a selection of different approaches to
managing TCP performance over wireless links,
and presents the results of simulation and field
trial results of a novel TCP performance enhanc-
ing proxy over diverse cellular radio access tech-
nologies based on the GSM, cdma2000, and
UMTS standards. The proposed TRL TCP per-
formance enhancing proxy has the advantages of
being completely transparent to both TCP end-
points and tunable to different access technolo-
gies, and frequently achieves the maximum
throughput available from any of the studied
radio access technologies.

INTRODUCTION

In this article we begin by reviewing some key
concepts that dictate the behavior of TCP. Next,
we give examples of different mechanisms in the
cross-layer design literature [1, 2] that have been
considered for enhancing the performance of, or
replacing, TCP over wireless links. This review is
representative of various TCP enhancement con-
cepts that exist, but is by no means exhaustive.
We then describe a novel algorithm we have
developed, selectively making use of some of the
most promising ideas reviewed. Finally, we pre-
sent simulation and field trial results of the new
algorithm.

Key TCP CONCEPTS

Historically, TCP’s main area of application has
been in wired networks, where user traffic con-
gestion is the main cause of packet loss, and
errors due to the transmission media are rare.
Subsequently, TCP behavior has been optimized
to deal with these issues. However, when the
transmission medium is a wireless link, such
“traditional” TCP behavior is inappropriate,
because radio-induced packet errors overtake
congestion as the dominant source of packet
loss.

Consider Fig. 1, where the vertical axis repre-
sents the amount of unacknowledged data
(called the congestion window or CWND) the
TCP sender is permitted to transmit to the
receiver, and the horizontal axis is time. The
dotted red line represents the optimal bandwidth
delay product for the transmission link — the
amount of sender unacknowledged data required
to fully utilize the TCP “pipe.” For this reason,
we seek to keep the blue line (effectively a mea-
sure of achieved throughput) close to the red
dotted line (the maximum possible link through-
put). Figure 1 shows TCP’s normal reaction to a
packet loss (signaled by triple duplicate acknowl-
edgments or DUPACKSs) and to a retransmis-
sion timeout; in the former case, the congestion
window is halved, while in the latter it is reduced
to one segment. In a wireless network with pack-
et losses due to random radio events, such sub-
stantial throughput reduction is often
unnecessary.

Assuming that the reader has a basic level of
understanding of TCP protocol fundamentals,
we turn our attention to reviewing recent perfor-
mance enhancement mechanisms proposed for
TCP over wireless networks. We refer to
NewReno, the most widely deployed TCP vari-
ant [3] in the Internet, as the de facto standard.

TCP SELECTIVE ACKNOWLEDGMENTS OPTION

The selective acknowledgment (SACK) option
[4] available in the TCP specification modifies
acknowledgments (ACKs) sent by the receiver
back to the sender by including information on
exactly which segments have been received and
which segments need to be retransmitted. It is
up to the sender’s TCP implementation to make
the best use of this additional data. SACK is
commonly used in most modern TCP implemen-
tations.

MobIFIED TCP APPROACHES

These approaches rely on the modification of
the sender and/or receiver TCP implementa-
tions. Such approaches are typically undesirable,
as deployment is hampered by inertia of the
large population of existing TCP versions in the
global Internet, as well as potential incompatibil-
ities between new and old versions (e.g., fair-
ness).

TCP Vegas [5] introduces a different timeout
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mechanism, a change to congestion avoidance
that attempts to control the occupancy of buffers
for the connection in the network, and a modi-
fied slow-start mechanism. Using delay measure-
ments, Vegas attempts to eliminate periodic
self-induced segment losses caused in standard
NewReno TCP. TCP FAST [6] is a more recent
variant with similarities to Vegas, although thus
far it has been studied mainly in the context of
very high-speed optical links.

TCP forward acknowledgment (FACK) [7]
separates congestion control algorithms from
data recovery algorithms. It operates with the
TCP SACK option to keep an explicit measure
of the total outstanding (unacknowledged) data
in the connection. Since FACK more accurately
controls the outstanding data in the network, it
is less bursty and recovers from heavy loss more
efficiently than standard TCP NewReno.

TCP Westwood [8] exploits two basic con-
cepts: end-to-end estimation of available band-
width, and the way such an estimate is used to
set the CWND. It properly averages the rate of
returning ACKs at the TCP sender to compute a
per-connection bandwidth estimate (BWE).
Upon reception of a triple DUPACK, the
CWND and slow start threshold are set accord-
ing to the measured rate of the connection
(BWE). Upon a retransmission timeout, the
CWND is set to one. Only modification to the
TCP sender is required for implementation. The
scheme has been shown to perform well in the
presence of segment loss caused by link errors,
which are typical in wireless environments.

Similar to TCP Westwood, TCP Jersey [9]
employs a more refined bandwidth estimation
algorithm, as well as explicit congestion notifica-
tion (ECN) support, to make better decisions in
controlling TCP sender behavior.

SPLIT CONNECTION APPROACHES

This section describes approaches that introduce
an intermediary between sender and receiver to
mitigate link errors. This category can be divided
into approaches that are transparent or non-
transparent. In nontransparent approaches the
intermediary establishes separate connections
with both the sender and receiver. A nontrans-
parent approach violates the end-to-end seman-
tics of the TCP connection and requires that
both end systems be aware of the intervening
device. Application layer proxies for TCP-based
applications such as HTTP are a common exam-
ple of such an implementation. Conversely, a
transparent approach is one that requires no
modifications to TCP hosts at either end of the
connection.

TCP Snoop [10] is an example of such a trans-
parent TCP-aware link layer protocol designed
to improve the performance of TCP, particularly
over hybrid networks of wired and single-hop
wireless links. It requires modification to the
base station node of the wireless network
through the deployment of a “snoop agent”;
however, the TCP endpoints do not need to be
aware of the agent, yielding transparency. A
buffer is maintained of all unacknowledged TCP
segments transmitted across the wireless link to
facilitate retransmissions of lost segments. The
intention is to suppress the mobile host’s
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M Figure 1. Standard TCP behavior for random packet loss and retransmission

timeout.

DUPACKS (corresponding to wireless link loss-
es) in order to prevent unnecessary invocations
of congestion control mechanisms at the TCP
sender.

M-TCP [11] may be thought of as a “partial-
ly” transparent split connection scheme, because
it modifies TCP on the mobile host to respond
to notifications of wireless link connectivity. M-
TCP introduces an intermediate node, the
Supervisor Host (SH); however, separate split
connections with the TCP endpoints are still not
required, so we have a form of transparency as
per the definition above. The SH ensures that
the TCP sender does not invoke congestion con-
trol mechanisms during wireless link loss by
sending an ACK containing a TCP receiver win-
dow size update of zero bytes that forces the
sender into “persist mode.” In this state the
sender will not suffer from retransmit timeouts
that cause the retransmission timer to back off
or reduce its CWND. When the receiver resumes
normal operation, the SH transmits a non-zero
receiver window advertisement to the sender,
which resumes transmitting at full speed. M-TCP
relies on the SH, instead of the CWND, to regu-
late transmission to the receiver.

TCP REPLACEMENT APPROACHES

Replacement approaches emulate TCP, but
replace the actual transport layer protocol over
the wireless medium with proprietary offerings.
Such approaches do away with the limitations of
TCP and provide additional functionality such as
data compression at the cost of no longer being
freely available in the public domain. These
solutions are aimed at the telecommunications
carrier and service provider market, having non-
trivial purchase and implementation costs due to
the proprietary nature of the software, and typi-
cally require a client installation on the user
device.

VTP [12] is a proprietary protocol developed
by Fourelle Systems and implemented by Ven-
turi Wireless as part of a suite of tools for
enhancing wireless TCP performance, including
protocol optimization, intelligent content com-
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The TRL-PEP would
be located as close
to the wireless TCP
receiver as possible,
while still being far
enough from the
end-point that it may
optimize traffic
destined for a range
of users. This is to
ensure that all traffic
destined for the
wireless segment of
the network passes
through the TRL-PEP.

pression, and high-speed caching. The protocol
is UDP-based and completely replaces TCP on
the wireless link. Exact implementation details
are unknown due to the proprietary nature of
VTP, but it claims to add reliability to UDP
while maintaining a standard UDP framework to
ensure interoperability. The architecture requires
deployment of a server in the network and a
software client on the mobile host.

Developed by Flash Networks, Wireless
Boosted Session Transport (WBST) [13] is a
component of Flash Networks’ NettGain prod-
uct. Similar to VTP, it is designed as a reliable
transport layer protocol and requires the
replacement of TCP on the wireless device and
deployment of a NettGain server. WBST
applies bandwidth estimation techniques and
rate-based control to increase the bandwidth
utilization of the wireless link. The WBST
sender continually holds a notion of transmis-
sion rate and monitors the ACK interarrival
time. To accommodate changes observed in this
interarrival time (which indicate a change in
link bandwidth), the interpacket transmission
delay is adjusted accordingly. The intention is
to utilize all of the available bandwidth without
causing congestion.

THE PROPOSED ALGORITHM

Most of these approaches for enhancing TCP in
wireless environments have both desirable and
not-so-desirable algorithmic and implementation
features. We therefore developed a new TCP
performance enhancing proxy, TRL-PEP, that
makes use of the most desirable functionality of
the reviewed algorithms as well as additional
novel enhancements.

The TRL-PEP is designed as a proof-of-con-
cept prototype, specifically for TCP optimization
in a wireless environment, catering for all appli-
cations that run over TCP. It is a transparent
split connection approach that decouples the
sender-to-PEP and PEP-to-receiver TCP control
loops while maintaining the end-to-end TCP
semantics. The TRL-PEP has a downlink focus
(server to user device), aiming to maximize link
utilization by maintaining a full buffer of data
from the sender and using modified TCP behav-
ior to transmit to the wireless receiver.

The main features of the TRL-PEP include:

* Clientless solution with transparency to
TCP connection endpoints, requiring no
modification to, or intervention on the part
of, sender or receiver.

* Combining into one solution different state-
of-the-art ideas in the field:

-M-TCP — use of TCP Persist mode and

Zero Window Advertisements to pause the

TCP sender while maintaining state vari-

ables (TCP sender control)

—TCP Snoop — use of a buffer at an inter-
mediate node and local retransmissions
over the wireless link to the receiver (TCP
receiver control)

—-TCP FACK — use of the fact that the
presence of DUPACKS indicates that more
data can be sent to the receiver (TCP
receiver control)

* Novel algorithms including:

—Efficient use of radio resources through
aggressive link utilization and loss recovery
mechanisms
—Intelligent detection of loss coupled with
SACK mechanisms where available
—Intelligent inference and mitigation of the
connection state encompassing: lost retrans-
missions, spurious timeouts, congestion and
state prediction of TCP hosts
Some of these novel algorithms are detailed
below.

NETWORK LOCATION

The TRL-PEP would be located as close to the
wireless TCP receiver as possible, while still
being far enough from the end-point that it may
optimize traffic destined for a range of users.
This is to ensure that all traffic destined for the
wireless segment of the network passes through
the TRL-PEP.

The TRL-PEP works on the simple principle:
that it should attempt to fully utilize the wireless
link to a receiver at all possible times. Network
topology allows certain assumptions with regard
to the application of this principle:

* Most TCP segment loss and delay variation
experienced by the receiver is due to wire-
less channel errors rather than network
congestion, which would only occur in the
unlikely scenario of multiple users in the
same radio cell simultaneously:

—Obtaining excellent radio conditions
—Trying to fill the wireless link with large
amounts of traffic

Although TRL-PEP’s main focus is mitiga-
tion of wireless channel errors, it still needs
a basic congestion control capability to pro-
tect against the unlikely event of true con-
gestion-based losses. We achieve this
through a simple algorithm triggering a
CWND reduction of X segments whenever
Y consecutive segments are lost (whether
identified as lost by sequence number infer-
ence or timeout). X and Y are dynamically
configurable variables. As in standard
TCP’s congestion avoidance phase, the
CWND then grows back by one segment
per round-trip time (RTT) of loss-free
operation.

TCP segments are assumed to be delivered
in order to the receivers as there are no
alternate network paths from the TRL-PEP
to the wireless receivers.

AGGRESSIVE LINK UTILIZATION

Once a connection is established between a
sender and receiver through the TRL-PEP, data
is requested by the TRL-PEP from the sender by
actively spoofing ACKs to the sender until the
connection buffer at the TRL-PEP has been
filled. The advertised window (Awin) parameter
in the spoofed ACKs is reduced in proportion to
the available buffer space, to the point at which
the TCP sender will stop sending data until the
Awin is increased again. This is a standard TCP
mechanism to control the flow of data from the
sender. If the Awin is set to zero, the sender will
enter the TCP standard Persist mode, which
effectively pauses the sender while maintaining
its state variables.
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B Figure 2. TRL-PEP algorithmic improvements: a) partial ACK behavior; b) intelligent use of selective ACKs.

TCP’s conservative slow-start behavior is
less appropriate in the typically high-bandwidth
high-delay connection between a sender and
receiver in today’s broadband wireless net-
works. We observe a “thick long pipe” in
c¢dma2000 and UMTS standards, compared to
the “thick short pipe” analogy of wireline
accesses such as asynchronous digital sub-
scriber line (ADSL) or cable. Thus, the TRL-
PEP transmits data to the receiver at the
highest rate supportable by the wireless net-
work. In the simulation studies reported here,
this “feed rate” for the TRL-PEP-to-receiver
link was separately preconfigured based on
“typical” values of bandwidth and delay for
each of the wireless access technologies under
study. Although beyond the scope of the proof-
of-concept prototype, a relatively simple exten-
sion could:
¢ Facilitate dynamic estimation of the optimal

feed rate (e.g., via RTT measurements or

ACK counting)

e Simultaneously support connections to
receivers on different wireless access net-
works by separately estimating and manag-
ing the feed rate on a per connection basis

ADDITIONAL DATA TRANSMISSION
oN DUPACKS

When the TRL-PEP encounters a DUPACK,
it allows extra data to be transmitted. The
rationale for this, similar to that used in stan-
dard TCP NewReno’s Fast Recovery phase, is
the reception of a DUPACK infers that a
packet has been received correctly by the
receiver, so there is available capacity in the
link for more data to be transmitted. This
extra data pushed into the link, and the resul-
tant DUPACKSs also act as a probing mecha-
nism to determine if the link has been
disconnected or overutilized.

RETRANSMISSION ON
PARTIAL ACKNOWLEDGMENTS

The TRL-PEP has the capacity to recover from
multiple packet losses within the same window
of transmitted data. This behavior is specific to
the case where SACK information from the
receiver is not available, and is governed by the
following algorithm:

* Upon retransmission from a DUPACK, a
variable dupack_target is set to the highest
sequence number sent to the receiver thus
far (shown as A in Fig. 2a). Note that there
is no requirement that the packet num-
bered dupack_target has been successfully
received.

* When a new ACK numbered less than
dupack_target is received (known as a par-
tial ACK), the packet with the correspond-
ing sequence number is immediately
retransmitted (shown as B in Fig. 2a).

* Repeat step 2, until a new ACK numbered
greater than dupack_target is received, at
which point we return to normal TCP oper-
ation.

This algorithm is based on the premise that
at the time partial ACK B is received, the TRL-
PEP has knowledge that a higher sequence num-
bered packet has been transmitted as indicated
by the presence of a DUPACK. Thus, the
received partial ACK is an indication that the
next-in-sequence packet was lost. This also pre-
sumes that packets (and ACKs) arrive in order.

INTELLIGENT USE OF
SELECTIVE ACKNOWLEDGMENTS

The TRL-PEP makes use of SACK data to
retransmit only necessary packets to the receiv-
er. In order to respond immediately to many
concurrent retransmissions of data based on
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M Figure 3. TRL-PEP test network topology.

SACK information and quickly detect subse-
quent losses of these retransmissions, the TRL-
PEP maintains two arrays of sequence numbers:
sack_seq[] and sack_target[]. The sack_seq[]
array records the sequence number of the seg-
ment that has been retransmitted in response to
SACK, while sack_target[] records the corre-
sponding ACK number that ought to be received
before the retransmitted data (use of these
arrays is illustrated in an example below). Thus,
it is possible to repeat the retransmission with-
out waiting for a retransmission timeout. In this
way the proposed algorithm mitigates the loss of
multiple transmitted and retransmitted segments
within a single RTT period, unlike standard
TCP. An example of this mechanism in opera-
tion is shown in Fig. 2b with a time sequence
graph of a TCP connection with the SACK
option enabled. The vertical line segments
marked S depict information from the receiver
informing the sender (in our case, the TRL-PEP
node in the middle of our end-to-end path) of
exactly which packets have not been received
correctly.

Consequently, in Fig. 2b the packets marked
A, D, and F are all retransmitted as soon as the
TRL-PEP receives enough information to deter-
mine that those packets have not been received.
In this example, prior to packet A being retrans-
mitted, sack_target[0] is set to the highest
sequence number sent, as shown by packet B.
Since it is the lowest outstanding segment, the
sequence number of packet A is recorded in
sack_seq[0] and then retransmitted. As shown in
the figure, the same SACK information used in
deciding to resend A is used to indicate that the
next sequence number to be resent is that of
packet D. This, then, is the lowest outstanding
segment that has not already been retransmitted,
so it is recorded in the next available position in
sack_seq[1]. sack_target[1] is also set accordingly
(i.e., to equal the sequence number of B), and
packet D is retransmitted. SACK information
continues to arrive with the DUPACKS, and new
data is sent accordingly, until the SACK infor-
mation arrives at C. The highest ACK number
indicated by the SACK information at C
becomes greater than sack_target[0], while the
ACK number is still less than sack_seq[0].
Assuming as before that packets (and ACKs)
arrive in order, the TRL-PEP infers that retrans-
mission A of the segment has been lost and

retransmits sack_seq[0], as shown by packet E

(sack_target[0] is reset to the new value of high-

est sequence number sent). C contains two

pieces of additional information:

* Packet D has been successfully received, so
it is removed from the arrays.

* Another packet is lost, as indicated by the
SACK sequence number “gap” at F. The
corresponding sequence number is record-
ed as the new sack_seq[1], sack_target[1] is
set accordingly, and packet F is retransmit-
ted.

TCP STATE PREDICTION

The TRL-PEP maintains the TCP sender and
receiver states. This is achieved by observing the
flags of packets received from the hosts and
making use of knowledge of the standard TCP
states and state transitions, as described in RFC
793. For example, at the beginning of a connec-
tion, should we receive a SYN flag, we know
that the sender of this packet would be in the
SYN_SENT state, and later, when we receive a
SYN-ACK from the receiver, that the receiver
would be in the SYN_RCVD state.

This knowledge of the TCP end-host states is
essential for maintaining integrity of the connec-
tion as it allows us to manipulate the hosts for
optimal data transfer, and gracefully establish
and terminate connections.

SIMULATION RESULTS

A simulation of the TRL-PEP algorithms was
developed in the ns-2 discrete event network
simulator.

For the development of the TRL-PEP we
installed ns-2 (version 2.26) on a Linux Redhat
6.2 (Kernel 2.4.18) platform. To this standard
installation we added custom-built simulations of
General Packet Radio System (GPRS) (GSM)
and 1xRTT (cdma2000) wireless links. ns-2 con-
tains a range of TCP implementations we were
able to enhance to include features such as
dynamic window advertisement and TCP persist
mode. We also enhanced the trace file format to
include additional information such as adver-
tised window, SACK, and other TCP options for
use with a standard TCP analysis tool.

Tests were performed using simulated GPRS
and 1xRTT links for varying uniformly distribut-
ed packet error rates, packet jitter, and different
TCP implementations in the network topology
depicted in Fig. 3. The standard TCP implemen-
tation is NewReno with SACK options enabled.
Figure 4 shows the typical performance improve-
ment using simulated 1xRTT in the presence of
a bandwidth oscillation effect particular to the
technology [14]. The TRL-PEP mitigates this
behavior to clearly outperform other TCP imple-
mentations at different packet error rates. Typi-
cal performance improvement in GPRS was
similar but not as pronounced.

In any comparison between the TRL-PEP
and other schemes, it should be reinforced that
the former requires no change to sender or
receiver side TCP implementations; nor does it
require the installation of any software clients on
the user device. For a network provider, these
represent significant advantages in favor of the
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TRL-PEP. The simulation was developed as a
precursor to the proof-of-concept prototype.
Simulation code was sufficiently modular to be
directly used in implementation of the PC-based
prototype, which was subsequently put into a
real network for a live trial. The trial results are
detailed in the next section.

LIVE TRIAL RESULTS

The prototype was implemented on a Knoppix

3.4 (Kernel 2.4.26) Linux operating system due

to its freely available associated tools and

libraries, which were required for development
of the TRL-PEP. All code was written in C++
and compiled using GNU Compiler Collection

(GCC) version 3.3.3. TRL-PEP simulation code

was reused with little or no modification in the

prototype implementation.

The hardware used for the prototype was a
standard desktop PC (Celeron 2.0 GHz) with 256
Mbytes RAM. The system had three 100 Mb/s
Ethernet interfaces, a wireless facing interface,
an Internet facing interface, and a controller
interface. The latter was used for remote admin-
istration and monitoring, and had no functional
purpose for the operation of the TRL-PEP. The
topology from Fig. 3 was used to test the TRL-
PEP in controlled environment conditions over
the wideband code-division mutliple access
(WCDMA) Universal Mobile Telecommunica-
tions System (UMTS) and 1XEV-DO (cdma2000)
wireless access technologies. The radio channels
studied (by way of channel simulator) were static,
typical urban environment with 50 km/h mobility
(TUS0) and a rural area environment with 100
km/h mobility (RA100). Carrier-to-interference
ratios (CIRs) were varied.

FTP throughput tests were conducted using
the standard Windows FTP client with default
receiver Awin optimally set to the given radio
technology’s bandwidth delay product. A Linux
FTP server was used to study small (50 kbytes),
medium (1 Mbyte), and large (4 Mbytes) file
transfers. Throughput measurements were com-
puted using the tcptrace analysis package. The
WAPT utility (v3.0) was used to automate Web
page download tests. The same Web page was
used throughout all tests, and consisted of text, a
textured image background, two 10-kbyte images,
two 20-kbyte images, three 40-kbyte images, and
two 80-kbyte images. WAPT provided the func-
tionality to repeatedly and independently down-
load the test page and record each page
transaction time. Each data point was construct-
ed by averaging 40 runs. All image files used in
the tests were already maximally compressed,
while all larger test files were created to be
uncompressible.

Tests were conducted comparing:

e The standard Linux BIC TCP implementa-
tion [15] (an improvement on standard
TCP, including the use of SACK options)

e The TRL-PEP

* A commercially available product relying on
the TCP replacement approach (without
content compression)

Figure 5 shows the 1-Mbyte file size FTP
results obtained using WCDMA as the cellular
radio access technology with a static fading
model. The TRL-PEP provides up to ~25 per-

Throughput (kbytes/s)
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H-Westwood
--©--FACK

1 1
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Packet error rate
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M Figure 4. IMB FTP download, 1xRTT.
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M Figure 5. WCDMA, static, 1-Mbyte FTP download.

cent improvement in throughput over standard
TCP and also slightly exceeds the performance
of the TCP replacement product. The primary
reason for the improvement is the TRL-PEP’s
quick utilization of the dynamically expanding
available bandwidth of the WCDMA link; con-
versely, standard TCP takes a long time to do so
via slow-start. The counterintuitive result of TCP
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replacement product throughput at 70 dB CIR
being marginally worse than at 10 dB CIR may
be attributed to the variability of simulated radio
channels. This discrepancy falls within the 95
percent confidence intervals computed for each
data point (not shown).

Figure 6 shows the 4-Mbyte FTP results

Normalized throughput
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M Figure 6. IXEV-DO, RA-100, 4-Mbyte FTP download.
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obtained using 1XEV-DO in an RA-100 channel.
In this case the throughput improvement of
TRL-PEP over standard TCP is up to ~20 per-
cent, and it still marginally exceeds the perfor-
mance of the TCP replacement product, again
due to aggressive wireless link utilization and
novel data recovery algorithms in the presence
of packet losses. Figure 7 shows the results of
the retrieval of the 300-kbyte test Web page in
the static fading radio channel over 1XEV-DO.
The results indicate up to a 35 percent reduction
in the overall time required by the TRL-PEP to
retrieve the Web page over standard TCP (as
measured from the time the request is sent to
the time the connection is completed). In this
instance the performance of the TCP replace-
ment product is marginally better than that of
the TRL-PEP, but similar to Figs. 5 and 6, the
two remain very close. In this Web-based test
the improvement due to aggressive utilization of
the link by the TRL-PEP is made more signifi-
cant because multiple TCP connections are
required to retrieve the Web page data. With
each of these connections able to bypass the
throughput-wasteful slow-start phase, the TRL-
PEP is able to achieve the reported gains.

CONCLUSION

We have surveyed a selection of different
approaches to managing TCP performance over
wireless links, and demonstrated that using freely
available knowledge and tools, it is possible to
construct a TCP performance enhancing proxy
using semantics already built into the TCP stan-
dard. Our proposed solution has been shown to
be fully customizable to suit different wireless
access technologies and achieve excellent through-
put improvements over standard TCP while main-
taining transparency to both TCP endpoints. A
physical prototype has been built and via bench-
marking shown to outperform both standard TCP
and, in the majority of test cases, a commercially
available product based on the arguably more
complex TCP replacement approach. The bench-
marking was performed in the setting of a live
network trial using two popular cellular radio
access technologies based on the cdma2000 and
UMTS third-generation standards.
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