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Summary: This paper discusses two methods for segmenting an image into sky and ground and
three metrics for measuring the ‘fitness' of the segmentation for the purpose of measuring the horizon
angle and position. The reason for doing this is to use the horizon as a reference for stabilisng the
flight of an Unmanned Air Vehicle. (UAV). Results of gpplying the methods to video captured by a
UAV are presented.
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I ntroduction

Why do the authors want to classfy parts of the image as sky and ground? To find the horizon. What
use is that? The displacement and angle of the horizon in the video frame can inform us about the
attitude of the camera and hence of the aircraft. This is ongoing work being done by the authors as
well as other groups. [1] [9][10][11][12][13][14][15][16]

For our purposes, we reed an adgorithm that can segment a video frame into ground and sky parts.
We need aso to be able to measure how good the segmentation is. Because the equipment isto me
flown in asmdl UAV it reed low computationd intengity and not need alot of memory in order to
keep the computing device as snal and light as possible. The method aso needs to be fadt, as a
frame processing rate of at least 5 frames per second is required.

For the authors purposes, a good segmentation has clearly defined sky and ground classes with little
or no overlap and awell defined interface, the horizon. A drcularly shaped view is required for our
work because it makes the measurement of the horizon angle smpler, given the average coordinates
(centroids) of the classes. [1]

Itis dmost an everyday observation that the sky is bluer and/or brighter than the ground. On closer
ingpection this is not dways true, of course. There are grey skies and blue skies with white clouds,
and red sunsets and so on. Asked if the ground is ever blue, most of us would answer ‘Not often’.
Anyone experienced with walking in Audrdia s eucayptus forests and saring a the mountains on
the far horizon might answer differently, (the area around Sydney on NSW isn't called the Blue
Mountains for nothing), and there are blue gravel roads and blue tar roads and blue lakes and other
exceptions. Nonetheless, it is often the case that the Ky is bluer and/or brighter than the ground.
Other researchers have dso conddered this question and discussons can be found in

[41[51[6][71(8].
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Even grey or white skies have a profile such that the blue component is greater in the sky than in the
ground, as evidenced by Fig. 1 and Fig. 2. The profiles are drawn from the RGB vaues of pixelsin
a column up the centre of the image, s0 the sudden jump in the profiles show the position of the
horizon in each case. The firgt figure of a dear blue ky shows, not surprisingly, that the blue vaueis
higher than the red and green vaues above the horizon and the red dotted line in the blue profile
shows the average blue vaue is below the blue vdue for dl the pixels in the sample that are above
the horizon.
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Fig. 1 Clear sky and RGB profiles

Fig. 2 on the other hand shows that the RGB profilesare dl quite Smilar for an overcast sky. It does
confirm that the blue component is above average above the horizon, indicating that the sky is merdly
brighter than the ground though not perceptudly bluer. However, if we smply ignore the red and
green components in both cases, we can discriminate between ground and sky by using the average
blue value as athreshold.

Itisn't dwaysthat smple, of course. Both these figures have relaively dark ground sections and this
is not always the case. Note aso the valuesin the blue profile on the right edge of Fig. 1 showing a
drop of blueness with increasing eevation. This can be a problem. Strangdy enough, Fig. 2 doesn't
show the same drop, implying that lightly overcast skies are a better candidate than clear blue ones
for this discriminetor.
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Fig. 2 Cloudy sky and RGB profiles

There are factors such as white or bright objects on the ground that complicate things, such as snow.
There are even blue objects, such as lakes and seas, on the ‘ground’. Sometimes the skies are
amog as dark as the ground, such as during thunderstorms. Bregks in the cloud can even adlow
sunlight through to make the ground locally brighter than the sky. These factors must dl be taken into
account because it isfairly clear that any decison made on a mistaken assumption of the postion of
the ground and sky could easily be disastrous for a flying vehicle. It may not in the end be possible to
aways decide on the bads of a vigble-light image just where the sky and ground are, but on the
other hand, it oftenis. What is needed is a smple method that works more often than not, and most
importantly, a measurable value or vaues that allows usto decide if the decison is trustworthy.

Method one: Otsu thresholding using blue only.

Otsu's dgorithm works on a one-dimensiona histogram to produce a threshold value that segments
the histogram vauesinto two classesin amanner that is claimed to be optima for class separation.

The dgorithm firgt counts the number of pixels in the image that have a particular vaue of blue,
usualy using a coarse quantiser so there aren't too many levels in the histogram. Then, for as many

levels are represented in the histogram it calculates the value of ametric d g that would be generated

if that level of the blue were used as a threshold to classfy dl the pixels with lower blue levels as
belonging to class one, and the rest as being in class two.
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di = (uz - up)* (wywy)
Egn. 1

wand u, are the mean vaues of blue for each classand wyand w», are the number of pixelsin or

the probability of belonging to the dass. The firg term maximises class separation and the second
term tends to equaise the size of the classes because wyw, isamaximum when wy= w, . The

metric is caled dg because it is ameasure of the variance between the classes. Over dl, maximising
d g maximises the difference between the blue values of the pixels belonging to the different classes.

The threshold that generates the greatest vaue of dg isthe leved that creates classes with the largest

interclass variance [2]. Fig. 4 shows an example of the threshold chosen by the Otsu method for a
given histogram and it can be clearly seen that the threshold has been automaticaly chosentofdl in
the space between two large clustersin the values of blue.
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Fig. 3 Threshold for binarisation from Otsu method and the dg metric

Fig. 3 shows the results of gpplying Otsu’s hisogram analysis method to the blue component of the
aerid video footage in the Grampians2 video. The software used in this case was Matlab, making
use of the graythreshm function that implements Otsu’'s dgorithm. The resulting threshold for

segmentation is shown as well as the db2 metric (scded to be vighle in the same graph) that the
agorithm uses. The graph shows that the threshold, for that particular video sequence, is centred on
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about a blue level 150 out of a maximum of 255, with deviaions usudly limited to +/- 20 or so. By
observing the segmented video, the authors have determined that d,o2 is a good indicator of

unreliable segmentation, marked in the graph by the sudden drops in the metric below about 40 with
this scaling. The video of the segmentation of the Grampians2 video sequence using Otsu’'s method
can be seen in the file “sky-ground-otsu-only-grampians2.avi” Fig. 4 shows a sngpshot from that
video showing the origind image, the segmented image, the blue hisgogram and the threshold

determined by Otsu’s dgorithm as well as a grgph of the dg metric for al the processed frames up

to that point in time. In this sequence, where the sky is clear and pae blue near the horizon and the
ground is wdl lit without too much in the way of lightly colored objects on it, the segmentation usng
just the hisgtogram analysis works reasonably well. The histogram of the blue component of theimage
is clearly bi-modd with digtinct clugters, in this frame and in the mgority of other frames. Most of the
untrustworthy frames are due to video telemetry corruption, or when the horizon goes out of view.
Note that there is a lake in the view in this sequence however, and it can clearly be seen from the

accompanying video how that causes misclassfication errors which are not indicated by thedg
metric.
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Fig. 4 Snapshot of Grampians2 video segmented using Otsu's method

Fig. 5 shows a snapshot from a different sequence cdled VarmslO01. In this case the day wasmuch
more clouded and it was later in the day with a bright horizon. Fig. 5 issingled out as one example

of how the segmentation can fail but be detected. Note that the vaue of the dg metric (thistime

scaled to have a maximum vaue of about 1) is very low at the time of this sngpshot, indicating that
the segmentation cannot be relied upon. The video “sky-ground-otsu-only-varms101.avi” shows
the entire ssgmented sequence using Otsu’ s method.
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Fig. 5 Shapshot of cloud misclassified as ground by Otsu's method. Varms101 video.
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Fig. 6 Another bad example, with metric score above mean. Varms101 video.
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Unfortunatdy, in this sequence there are other examples of falled classfication that are not well
indicated by the dg metric. Fig. 6 shows one such where the histogram shows that there is not a
clear digtinction between sky and ground and the threshold sdlected by Otsu’s dgorithm has resulted
in doud misdlassified as ground, but with a high confidence score of about 0.9. Thisis near the mean

for the whole sequence. This indicates that the dg metric by itsdf is not an adequate indicator of

reiability. Thisis not surprisng, asthe dg metric does not take the spatia grouping of the pixesinto
account at al, merdly their blue vaue, so in margina cases such as presented in the Varms101 video,
misclassification will occur undetected.

Metric2.5

This metric (so cdled because it isaminor change from the second metric the authors considered) is
messured using the gatigtics of the dassfied pixels in amanner amilar to dg but operating on their
spatid coordinates not heir blue vaues. It combines the mean coordinates wand u, of the two
classes with the populations m and n, of each class and the radius of the circular viewport, R . If a
rectangular viewport is being used, the method behind metric2.5 gill gpplies but there would need to
be adjusments made to account for the asymmetries introduced by the corners of the view for
different angles of the horizon. With a circular viewport, these adjustments are not required. As the
authors are using a circular viewport to facilitate the horizon angle caculaions anyway, for reasons
explaned in [1], this does not impose any extra computationa burden. The formula for metric2.5 is
very smilar to that used by Otsu’'s agorithm and the method could be seen as an extension of that
work. The mgor differences are that it is goplied to a two-dimensond varidble, the spatia
coordinate, and the product of population terms is de-emphasi sed:

(ug - U2)2 (nn, )]/3

m:
3R3

Eqgn. 2
The exponent of 1/3 gpplied to the product of the populations is to reduce its weight compared to

the separation of the dlasses given by (uy - u,)?. The 3R? in the denominator is a normalising
factor to bring the vaue down to near 1 The effect of the population product is to increase the
metric in favour of classes that have smilar Sized populations as the product is a maximum when the
popul&tions are the same, because M +ny is a constant. The (ul - u2)2 term containing the class

average coordinates, or centroids, increases as the class separation increases, which favours
segmentations that have the classes well separated in space. This could lead to segmentations where
there is one large class with a centraly located average coordinate and one smal class with its
average coordinate right on the drcumference, but the term containing the populations discourages
this by decreasing as the class sizes become dissmilar. The authors are concerned by the exponentia
terms as they lead to increased computationd load and it would be reasonable to experiment with

dternaive means of atering the weights of each term. For a constant viewport size, the 3R% isa
constant.

Fig. 7 shows the comparison for metric2.5 and the dg metric, for the varms101 sequence, aswell
as their product. Thefile “metric2p5-on-otsu-varmsl0l.avi” shows the segmented sequence.
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Fig. 7 Metric2.5 applied to Otsu thresholded video

Agan, it is possble to find frames in this sequence where misclassfied pixds are not indicated by a
low vaue for metric2.5. Fig. 8 shows a frame from the beginning of the sequence as an example.
The classes are digtinct and smilarly szed so metric2.5 has ardatively high vaue, even though the

pixels classfied as ground are in fact due to dark clouds. Note however that in this case the dg

metric has a reaively low vaue. The combined use of these two metrics will be better than ether
aone, usng ther product. (This can be seen in the file “metric2p5-on-otsu-product-grampians2-
badmarked.avi” which marks segmented frames as ‘bad’ if the product of the metrics fdls below a
pre-determined threshold). It can be seen from Fig. 7 that the two metrics tend to agree on
disastroudy untrustworthy classfication such asthat in the region of frame 50 and that metric 2.5 will
pick up errors such asthat near frames 120 and 230 that the Otsu metric may miss.

Fig. 9 shows the value and images for frame 120 where metric2.5 has alow vaue asit has detected
that the classes are not clustered nicely into two distinct areas and the Otsu metric has a reasonably
large vaue indicating that the higogram is bi-moda. This means that there is good contrast between
the aress of the image that have a high blue vaue and the areas that don’t. This is one case where
this contrast in color value does not indicate the sky and ground parts of an image, but it can be
rgjected on the basis of the spatial arrangement of the classes.
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Fig. 9 Example where metric2.5 has low value and Otsu metric has high
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Method 2 Kmeans clustering using blue, spatial position and texture.

A problem with the Otsu and smilar color thresholding methods is that they do not take the spatia
arrangement of the pixds into account. This can and does lead to pixelsthat are just above the upper
ground ‘blueness' threshold being classified as sky despite being much closer to the average ground
spatiad coordinates that they are to the average sky spatial coordinates. Whilgt this can sometimes be
detected by methods such as the metric2.5 discussed above, it would be better to avoid the problem
in the firg place. A method that also used the spatia Euclidean proximity of a pixd to other pixels
that have been clasdfied as either ground or sky would naturdly produce more coherent
segmentation classes. One such is the k-means dlassifier, and the implementation used in this work
was from a book due to Sing-Tze Bow [3] and written as a Matlab function by Frank Dellaert of
Georgia Tech. [17]

Essentidly the k-means method starts with the approximate mean positions of k classes (where k=2
in this case) It then classfies pixels as beonging to the class whose mean pogtion (centroid) is
closest to the pogtion of the pixel. Having done that, each class's centroid is re-calculated and the
classfication of pixes is done again. This procedure is repested until the class centroids change by
less than some smdl amount from one iteration to the next. For the next frame, it is reasonable to
initidly use the centroids as found for the last frame. This reduces the number of iterations compared
to random initial centroids, but might cause errors due to persstent local maxima

A disadvantage of the k-means cdlassfier is that it is more computationdly intengve than the
histogram andlysis method of Otsu. This is because it must consder not one attribute of the pixd, its
blue component measurement but three; blue, x position and y postion. Worse, it must consider
these three measurements for every pixel whereas Otsu’'s method considered the histogram of the
blue component, which has many fewer datgpoints than there are pixels. Thus k-means gpplied to an
NxM sized image requires O(IXKXNxM) operations where | is the number of iterations needed and
K is the number of classes, whereas Otsu needed only O(HxH) where H isthe number of values that
blue can take, which isindependent of the image Sze. Quantising the blue value so that the histogram
has only 16 bins, for example, reduces the number of operationsto order 16 squared. For k-means,
reducing the spatid dimensions of the image to the point where it requires a Smilar number of
operations means agreat [oss of resolution.

Fig. 10 shows an example where the k-means classfier (first image on second row) has a better
result of correctly segmenting out sky and ground pixels than Otsu's classfier (second image firgt
row) on a chalenging frame with dark skies and ground. Thisis not to say that the k-means classfier
aways works perfectly, but observation shows that it works at least as well as the Otsu method and
often better. The video “kmeans-bluemeans-and-otsu-varms101.avi” shows the entire sequence.
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Fig. 10 K-means classifier compared to Otsu's, showing better result.

The kmeans segmentation method can produce a spurious segmentation that satisfies the spetia
criteria used for metric2.5 even when operating on alow contrast image, as shownin Fig. 11 where
the segmented image (first on second row) shows two distinct classes that have gpparently nothing to
do with the origind image. Thus criteria not relying solely on spatid arrangement of the dasses are
required to measure the ‘confidence, or lack of it, that should be associated with the segmentation.

We mugt keep in mind that the dg metric is not automaticdly available in this process, but arelated

meesure that is Imple to cdculae uses the difference in the mean blue component of the resulting
classes. The mean vaues in each dimension (blue, X, y) are be accumulated as part of the dgorithm.
Should the absolute vaue of this difference be smdl, then low confidence should be placed on the
segmentation. It may in fact be a ‘good’ segmentation, in that the postion of the horizon is in
accordance with what a human viewer might arrive a but if the origind image was of very low
contrast and the resulting mean blue vaues of the classes are too smilar, then it is best to err on the
Side of caution and treat the result as being dubious. Another reason for the k-means method to
arive a spurious classfication is if the image contains a view of only ground or sky, or even noise
from corrupted tdemetry. The classfier is desgned to produce two classes usng the spatid
arrangement of the blue component of the image and it will do o, but in these circumstances the
interface between these classes will not represent the pogtion of the horizon, no matter how well
defined and spatialy separated the classes are. On the other hand, if the classification is correct and
trustworthy, then there should be consderable difference in the mean blue vaue of the classes and so
ametric basad on that difference will usefully indicate how well or otherwise the agorithm worked.
The equation used for bluemeansis Ssmply:
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bm = 1.5u; - Uy
255

Egn. 3

where wand u, are the mean values of the blue component of each class and the congtants are to

give the measure a convenient vaue near 1. This gives a measure thet is aminimum of zero when the
means are the same and gpproaches one when they are most different. It is Smple to cdculate and
judges the worth of the segmentation based on how well the classes are separated in the blue
dimengon. It is assumed that they are spatidly digoint because the k-means method naturdly does
that. If it proves necessary another measure like metric2.5 can be used to quantify how well the
classes are arranged spatidly. So if a segmentation arrives a two classes that are well separated in
the blue and spatid dimengons, this may be agood result. Otherwise it definitey isn't. Another look
at Fig. 11, this time at the graph labelled Bluemeans and Otsu metrics shows a very low vaue
(compared to 1) for both metrics for thisresult, indicating lack of trustworthiness.
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Fig. 11 K-means clustering showing a poor classification result

Fig. 12 showsthe results of using the bluemeans metric on the k- means clugtering agorithm applied
to the whole Varmsl101 video, which was quite a challenging sequence because of dark clouds. The

db2 metric that Otsu usesis supplied for comparison. Both measures have been scded to be visble
in the same graph and gpproach avaue of 1 for agood result and O for a poor result.
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Fig. 12 Bluemeans fitness metric applied to K-means clustering using blue and spatial
coordinates. Otsu dg metric supplied for comparison.

What is most sgnificant are the changes in each measure, particularly where each sharply dips
below their respective means indicating an untrustworthy segmentation result. Fig. 12 shows that the
two measures are largely in accord regarding untrustworthiness as they both have sharp dips at the
same place, and these dips aign with the decisons that the authors have made based on observing

the segmentation results. The dips in the bluemeans measure are more  distinct than those in the dg

metric. The entire sequence is shown in the file “kmeans-bluemeans-and-otsu-varms101.avi”

The bluemeans metric is not a perfect indicator however. There are cases where a segmentation
does not have a good spatid arrangement and yet does have a rdatively high confidence score
according to the bluemeans indicator. Thisimplies, previous discusson notwithstanding, thet it will be
necessary to test the spatia arrangement of the classes.

Conclusion

One cannot dways smply use the relaive vaues of the blue component of an RGB visble-light
image to determine the position of the ground and the sky, but one often can and it would be useful
to know how to do so robustly and smply. Otsu thresholding works well for clear or light overcast
skies and isn't very expensve to caculate, usng the hisogram of the blue component of the RGB

imege. The dg metric used in Otau's dgorithm chooses a segmentation threshold so that the
decided classfication of sky and ground has the classes maximaly separated in the value of the blue
component of the classes respective pixels. A low vaue of dg can indicate bad segmentationin
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some circumgtances such as low contrast in the image, but falls to detect it in others because it
doesn't take the spatid arrangement of classesinto account.

Metric2.5, which is an extenson of Otsu's dg metric that takes the spatial arrangement of the

classesinto account is a useful adjunct to the dg metric as it can detect segmentation results that do
not accord with the mode of spatidly well separated non-overlapping sky and ground classes.

K-means cdugtering using blue and spatid coordinates of the pixels works better than Otsu’ s method
in that it produces results where the sky and ground classes are more spatidly digoint, but is much
more computationdly expensve. The Bluemeans metric isuseful for quantifying the confidence of the
K-means segmentation, which can produce incorrect but distinct and non-overlgpping classes in
images of low contrast.

References

[1] Terry Corndl and Greg Egan. “Measuring Horizon Angle from Video on a Smal Unmanned
Air Vehide” ICARA 2004, Pameston Nth N.Z. Dec 13-15.

[2] N. Otsu, "A Threshold Sdlection Method from Gray-Level Histograms," |EEE Transactions
on Systems, Man, and Cybernetics, vol. 9, no. 1, pp. 62-66, 1979.

[3] Sng-Tze Bow, “Pettern Recognition and Image Preprocessing”
2nd ed Publisher :New York : Marcel Dekker, 2002 1SBN: 0-8247-0659-5

[4] D. Jud, D. MacAdam and D. Wyzsecki, "Spectrd didtribution of typica daylight as a
function of correlaed color temperature’, Journd of the Optica Society of America, 1964,
volume 54, number 8 pages 1031 to 1040

[5] "Spetid didribution of daylight - CIE standard overcast sky and clear sky”, CIE
(International Commission on Illumination) technical report, 1996, number S003

[6] A. J. Preetham, Peter Shirley and Brian Smits, "A practicd andytic modd for daylight”,
Proceedings of the 26th annua conference on Computer Graphics and Interactive
Techniques, 1999, pages 91 to 100, isbn = 0-201-48560-5

[7] Jebo Luo and Stephen Etz, "A Physcs-Motivated Approach to Detecting Sky in
Photographs', Proceedings of the 16th Internationa Conference on Pettern Recognition,
August 2002, Quebec City, number 26, pages 155 to 158

[8] Tomoyuki Nishita, Takao Sirai, Katsumi Tadamura and Eihachiro Nakamae, "Display of the
Eath Taking into Account Atmospheric Scattering”, Proceedings of the 20th annud
conference on Computer Graphics and Interactive Techniques, 1993, pages 175 to 182

[9] S. Ettinger, P. Ifju and M. C. Nechyba, "VisonGuided Hight for Micro Air Vehides',
http://mil.ufl.eduw/~nechyba/mav/index.ntml#visonl, 2002, September.

[10] S. Ettinger, M.~Nechyba, P.~Ifju axd M.~Waszak, "Vison-guided flight Sability
and control for micro ar vehides', International Conference on Inteligent Robots and
Sysems (IEEE/RSJ). Sept, 2002, volume 3, number 30, pages 2134 to 2140,

[11] Luc Fety, Miche Terre and Xavier Noreve, "Image Processing for the Detection of
the Horizon and Device for the Implemention Thereof”, Thompson TRT Defense, 1991,
United States Patent, number = 5,214,720,




MECSE-21-2005: "Heaven and Earth: How to tell the difference”, Terry Cornall and Greg Egan

[12] G. Stange, S. Stowe, J.S. Chahl and A.~Massaro}, "Anisotropic imaging in the
dragonfly median ocdlus a matched filter for horizon detection.”,  Journa of Comparative
Physology A.", 2002", VOLUME 188, PAGES 455 to 467

[13] S. Todorovic, M. C. Nechyba and P. G. Ifju, "Sky/Ground Modding for
Autonomous MAV Hight", Proc. IEEE Int. Conf. on Robotics and Automation., May,
2003, Tiawan.

[14] Centre for MAV Research, Univeraty of Florida, "Horizon Detection and Tracking”,
http:/Amww.mil .ufl.edu/mav/research/vis on/horizontracking, 2002, September.

[15] G. Barows, J. S. Chahl and M. V. Sinivasan, "Biomimetic Visud Sensng ad
Hight Contral”, Bristol UAV Conference, April, 2002, Bristol, UK.

[16] T. Netter and N. Franceschini, "A Robotic Aircraft that Follows Terrain usng a
Neuromorphic Eye', (IEEE/RSJ) International Conference on Robots and Systems',
October, 2002 Lausanne.

[17] Frank Ddlaert. College of Computing, Georgia Tech. “kmeansm” Matlab function
http://Aww.cc.gatech.edu/~dd lagrt/ntml/software.html — http://mwww.cc.gatech.edu/~dellaert/




